
ternal recycling. 
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Fundamentals of Building
 
Performance Simulation
 

Fundamentals of Building Performance Simulation pares the the­
ory and practice of a multi-disciplinary field to the essentials for 
classroom learning and real-world applications. Authored by a vet­
eran educator and researcher, this textbook equips graduate stu­
dents and emerging and established professionals in engineering 
and architecture to predict and optimize buildings’ energy use. It 
employs an innovative pedagogical approach, introducing new con­
cepts and skills through previously mastered ones and deepening 
understanding of familiar themes by means of new material. 

Covering topics from indoor airflow to the effects of the weather, 
the book’s 19 chapters empower learners to: 

•	 Understand the models and assumptions underlying popular 
BPS tools 

•	 Compare models, simulations, and modelling tools and make 
appropriate selections 

•	 Recognize the effects of modelling choices and input data on 
simulation predictions 

•	 And more. 

Each subject is introduced without reference to particular mod­
elling tools, while practice problems at the end of each chapter 
provide hands-on experience with the tools of the reader’s choice. 
Curated reading lists orient beginners in a vast, cross-disciplinary 
literature, and the critical thinking skills stressed throughout prepare 
them to make contributions of their own. 

Fundamentals of Building Performance Simulation provides a 
much-needed resource for new and aspiring members of the build­
ing science community. 
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Ian Beausoleil-Morrison is a Professor in the Faculty of Engin­
eering and Design at Carleton University where he is the Canada 
Research Professor in Innovative Energy Systems for Residential 
Buildings. His research interests include solar housing, seasonal 
thermal storage, and building performance simulation. Prior to join­
ing Carleton University in 2007, he worked for 16 years at Can­
metENERGY (a Canadian government laboratory) where he led 
a team of researchers developing building simulation models and 
tools to support industry and government programmes. 

Professor Beausoleil-Morrison was President of IBPSA from 
2010 to 2015, Vice-President from 2006 to 2010, and founded 
IBPSA-Canada and initiated the eSim conference series in 2001. 
He also cofounded and is the Co-Editor of IBPSA’s Journal of Build­
ing Performance Simulation, and is a Fellow of IBPSA. 
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Advance Praise for 
Fundamentals of 
Building Performance 
Simulation 

“The effective application of building performance simulation is gov­
erned by an important caveat: that users possess an understand­
ing of the underlying physics and the related design parameters 
that influence performance outcomes. This tour de force contribu­
tion from a leading proponent of the technology precisely hits the 
spot and will surely raise the standard in simulation applications 
worldwide.” –Joseph Andrew Clarke, University of Strathclyde 

“Fundamentals of Building Performance Simulation is set to be 
the authority on the subject, making it essential reading for all stu­
dents and junior practicing engineers working in the area of building 
energy and performance” –Malcom Cook, Loughborough Uni­
versity 

“For many years I’ve been looking for a book that was expli­
citly constructed to teach building performance simulation. Pro­
fessor Beausoleil-Morrison has taken his teaching approach— 
insightful review of theory, supplemented by required reading, then 
hands-on simulation exercises and results autopsy, and review— 
and turned it into a textbook. Anyone with a basic understand­
ing of building physics and thermodynamics will find this book 
robust, without depending on any one simulation program. Yet 
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it directs readers how to test the underlying physics and con­
cepts using their preferred simulation tools. If I were looking for 
a book to use in teaching building performance simulation, this 
would be my textbook.” –Dru Crawley, Bentley Systems, Inc. 

“For learning from a leading expert and teacher in using building 
performance simulation in a responsible manner, Ian Beausoleil-
Morrison presents the theoretical and practical fundamentals in this 
excellent textbook.” –Jan Hensen, Eindhoven University of Tech­
nology 

“The art of building performance simulation is to cap­
ture all important physical processes in mathematical equa­
tions and make them converge to the right solution. Ian 
Beausoleil-Morrison has mastered better than anyone how to 
do this, how to explain this and how to teach this, turning this 
book into a milestone for anyone working towards a sustain­
able built environment.” –Lieve Helsen, University of Leuven 

“Many countries are committed to mitigating climate change 
though energy efficient buildings with integrated renewable energy 
generation. Integrated building design is paramount to highly ef­
ficient buildings. Building simulation is fundamental in this pro­
cess. Prof. Beausoleil-Morrison brings us a fantastic textbook, 
based on his experiential teaching method, that helps us to de­
velop the critical view so necessary in a building simulation pro­
fessional. It will become a ‘must have’ for all universities with 
courses in this area.” –Roberto Lamberts, Laboratory for Energy 
Efficiency in Buildings, Federal University of Santa Catarina 
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“Did you ever wonder what the strengths and limitations of the 
models in building performance simulators are? This book explains 
rigorously, yet approachably, the major models that can be found 
in today’s building performance simulators. This is recommended 
reading for anyone who needs to be competent in building perform­
ance simulations.” –Michael Wetter, Lawrence Berkeley National 
Laboratory 

“It’s an ideal textbook for teaching and self-study. Professor 
Beausoleil-Morrison not only gives a complete introduction to the 
basic principles and tools but also provides all the necessary teach­
ing materials. I would be happy to recommend it to my colleagues 
who are teaching BPS and students who are learning it.” –Yingxin 
Zhu, Tsinghua University 
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The International Building Performance Simulation Association (IBPSA) 
makes every effort to ensure the accuracy of all the information contained 
in publications that it endorses. However, IBPSA, our agents and our li­
censors make no representations or warranties whatsoever as to the ac­
curacy, completeness, or suitability for any purpose of the content. Any 
opinions or views expressed in this publication are the opinions and views 
of the authors and are not the views of IBPSA. The accuracy of the con­
tent should not be relied upon and should be independently verified with 
primary sources of information. IBPSA shall not be liable for any losses, 
actions, claims, proceedings, demands, costs, expenses, damages and 
other liabilities whatsoever or howsoever caused arising directly or indir­
ectly in connection with, in relation to or arising out of the use of this 
content. 
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Foreword
 

In the face of overwhelming evidence that human activity is adversely 
influencing the ecological balance of the earth, and the associated fact 
that the built environment and transport account for more than half 
of the world’s energy consumption and emissions, it is incumbent on 
those designing our shared future environments to do so with great care 
(Brundtland Report, 1987). 

According to the Brundtland definition, we, the current generation, 
should “meet our needs without compromising the ability of future gen­
erations to meet their own needs.” But in a rapidly evolving world these 
needs are constantly changing and increasing in complexity. This has to 
be taken into account when making predictions and decisions related to 
an uncertain future while striving to balance environmental concerns with 
the wider needs of everyone on the planet—all of which will affect how we 
design our buildings and cities. Designers need to be better equipped to 
deal with this uncertainty. 

Computer simulation of buildings in the early days was an activity 
confined to architectural, building physics and engineering research labs. 
However, for a variety of reasons, from the 1970s onwards, interest in 
the potential of ‘computer simulation’ to improve design began to emerge 
from within progressive design practices—despite no knowledge of tools 
or how to use them. While the opportunities in terms of quantifying and re­
fining the potential energy and environmental benefits were self-evident, 
the professions had to find a way of overcoming many barriers, such as 
those caused by the time pressures of the design process, a lack of trust 
in new methods and the cost and time investments required to adopt 
these new methods. 

xxi 
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Over time, as computing power has increased and designers have 
almost universally adopted a digital approach to design, many of the pre­
viously perceived barriers have ceased to exist. We now have access 
to high-power computers and building performance simulation tools with 
seemingly user-proof interfaces that can undertake simulations quickly. 
But this brings with it the need for better understanding of the con­
sequences of input decisions: simplified interfaces can make things that 
are really complex seem simple, so the need for user understanding is 
paramount. Whereas in the past modellers had to seek out advice on in­
put parameters, many of the blanks are now filled in with default values, 
allowing the modeller to rapidly develop skills to operate tools without ne­
cessarily understanding the consequences of their (sometimes random) 
choices. 

It was while working as a researcher at the University of Strath­
clyde’s Energy Systems Research Unit (ESRU) in the late 1990s that I 
first met the author, Ian Beausoleil-Morrison. At that time our research 
interests were very different—his PhD research focused on advancing 
whole-building simulation development through the conflation of dynamic 
simulation with computational fluid dynamics, and my interests were more 
in practical application. However, over time our interests have converged. 

While my work has remained focused on exploring the potential for 
embedding building performance simulation in design practice, Ian’s re­
search interests have increasingly been focused on equipping users, and 
students in particular, with the skills and knowledge required to use simu­
lation responsibly. 

To this end, Ian has collaborated with others worldwide and published 
extensively on the effectiveness of teaching of building performance sim­
ulation through a complete and continuous learning spiral, enshrining 
experiential (doing) rather than passive (listening) teaching methods to 
guide students, researchers and those entering the design professions 
on gaining the skills, knowledge and understanding required to interpret, 
scrutinize and verify simulation predictions. The approach is predicated 
on the application of tools from the start to reinforce an appreciation of 
what? how? and why? including the potential impact of using tool default 
methods and data, the myriad sources of uncertainty and the roles of in­
terrogation and analysis, with one topic leading seamlessly into another. 

In recent years there have been a number of books published on the 
subject of building performance simulation—some on the underlying fun­
damentals, some on the application possibilities and some on use in prac­
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tice, for audiences ranging from undergraduates to researchers to tool de­
velopers to practitioners. However, I have been concerned for a long time 
that nothing existed that supported a computational approach to build­
ing appraisal while providing the modeller with guidance on the inherent 
risks. For this reason, I am delighted that this book has been written, it 
is a much needed and overdue link between theory and practice. Fur­
thermore, I consider Ian to be ideally placed to write this book—he has 
appreciated the issues involved from all angles: as a tool developer, from 
the policy delivery side, supporting practioners and as an educator. 

As students, researchers, developers and practitioners of the built en­
vironment, we all have a responsibility to make sure that we use simu­
lation appropriately, and that we use it to give good advice, but to date 
there has been little guidance available beyond the lecture hall or sem­
inar. This book takes students of building performance simulation through 
a programme that subtly but clearly highlights and links the complexities 
and the importance of good decision making by purposely providing read­
ers with simple task-based modelling exercises that incrementally grow in 
complexity, allowing the student to both develop their skills and under­
stand the consequences of good and bad decision-making. 

The book highlights that in addition to an understanding of the physics 
of building design and performance, it is also important to appreciate what 
is critical all of the time and what matters only in particular circumstances. 
This is where the art comes face to face with the science. While the book 
provides detailed technical explanations for the phenomena described, 
this is done without getting in the way of learning through practical applic­
ation: the two run parallel but are always equally in sight, striking a bal­
ance between understanding complex thermophysical interactions while 
learning to positively inform performance outcomes. 

The extended reading lists and task-based exercises support 
confidence-building through dealing with the abstraction of complex realit­
ies. If they stay the course, by the end, students will know what they know 
and appreciate their limitations and whether or not it matters. A key point 
is that the author resists baffling the less technical reader or sending the 
technical reader off down another path that will distract but not necessarily 
inform. 

The need to find answers to questions that only simulation can begin 
to answer will continue to grow exponentially as, other than constructing 
and operating a building, only simulation can predict how a building might 
perform in reality. This book will be indispensable not only to students 
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and researchers but also to practitioners, allowing them to gain the skills 
required to answer complex questions alongside an appreciation of the 
importance of good choices on outcomes. 

Professor Lori B McElroy MBE, PhD, MA, MCIBSE, HonFRIAS, FIBPSA 
Department of Architecture, University of Strathclyde 
& President IBPSA 
August 2020 
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Preface
 

The teaching of building performance simulation 
(BPS) is a topic that deserves as much attention 
as the development and validation of models and 
simulation tools. 

As stated by Clarke (2001): “What is the point 
of developing powerful tools without putting in 
place the means to train and support users?” 

Objectives of this book 

The International Building Performance Simulation Association 
(IBPSA) published a position paper in 2015 that provides a vision 
for BPS. This identified the need for a core teaching and learning 
package that is tool generic (Proposition 15 of Clarke, 2015). The 
objective of this book is to make a contribution towards this core 
package. 

This book is aimed at teaching the fundamentals of BPS. Read­
ers who complete all the learning elements (described below) will 
be able to : 

1. Understand the models that have been implemented into BPS 
tools for treating the significant heat and mass transfer pro­
cesses. 

2. Appreciate the simplifications inherent in these models and 
the necessity for these simplifications. 

3. Comprehend the implications of modelling choices and de­
fault modelling methods and input data. 

xxv 
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4. Select appropriate models,	 simulation methods, and BPS 
tools for a given analysis. 

5. Understand which modelling choices and input data have the 
greatest impact upon simulation predictions. 

An experiential teaching approach 

An article appearing in the Journal of Building Performance Simula­
tion (Beausoleil-Morrison, 2019) describes an approach for teach­
ing the fundamentals of BPS. This book has been written to support 
this teaching approach and is designed to be used as a textbook 
for one or two semester-long post-graduate courses in engineering, 
building physics, or architectural science. It can also be used as a 
self-study guide by BPS practitioners wishing to deepen their know­
ledge of the fundamentals. It presumes basic knowledge of heat 
transfer, thermodynamics, building physics, and the terminology of 
buildings and heating, ventilation, and air-conditioning (HVAC) sys­
tems. 

The teaching approach consists of four interrelated modes of 
learning: Study theory, Simulation exercise, Simulation autopsy, 
and Reflect & connect. The result is a learning spiral wherein the 
completion of one topic’s cycle through the four learning modes 
leads into the next topic. Most of these topics focus on an indi­
vidual heat or mass transfer process, such as longwave radiation 
from external building surfaces, convection heat transfer at internal 
surfaces, air infiltration, etc. 

Through the book’s first required reading (more on this below) 
you will become familiar with the learning spiral, the four interrelated 
modes of learning, and other details of this teaching approach. 

Book organization 

Each chapter contains text to introduce a topic or to present the 
essence of theory. Some chapters are long, while others are quite 
short. This is followed by a required reading or two. As the name 
implies, these readings are requisite for understanding the chapter 
so don’t skip over them! Most are journal articles or conference pa­
pers, and guidance is provided on which aspects to focus on. The 
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reference list contains links to all of the required readings, many of 
which can be downloaded for free. Although subscriptions are re­
quired to access most of the journal articles, readers who do not 
already have access can usually request a copy by directly contact­
ing the authors. Most chapters also contain a list of sources recom­
mended for further learning for readers wishing to delve into topics 
to a greater depth. 

The first part of the book briefly introduces BPS, defining what 
it is, how it is used, and discusses the central role the user plays in 
ensuring valid BPS predictions. Chapter 1 includes the first simula­
tion exercise, in which you will create a one-zone representation of 
a simple building. In this manner, you will begin to learn and apply 
your chosen BPS tool in parallel to studying theory. 

Each of the next three parts of the book contains a series of 
chapters. Each distinct heat or mass transfer process is treated by 
a dedicated chapter appearing in one of these three sections. Part II 
treats the heat and mass transfer processes relevant to the building 
interior, while Part III focuses on heat transfer processes relevant to 
the exterior environment. Heat and mass transfer occurring through 
the building envelope are the subjects of Part IV. This is followed by 
Part V, which focuses on HVAC systems. 

The structure of each of the chapters appearing in these parts 
of the book is similar. Basic theories are first introduced and then 
the methods commonly used in BPS are described. This is done 
in a tool-agnostic manner whereby the spectrum of commonly em­
ployed techniques is outlined, and the strengths and weaknesses of 
each are described. Mathematical descriptions are provided where 
necessary to illustrate concepts, but these chapters are not meant 
to be a comprehensive compendium of models. 

The final part of the book includes a Culminating Trial in which 
you will apply all the knowledge and skills you have developed in 
the preceding chapters. You will represent an actual building with 
your chosen BPS tool and compare your simulation predictions to 
measurements. 
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Simulation exercises and autopsies 

Each chapter includes hands-on simulation exercises. These have 
been carefully formulated to illustrate the chapter’s topic and to help 
students concretize theoretical concepts. These can be conducted 
with any BPS tool of your choosing, and have been designed so 
that you will develop skills at applying your chosen BPS tool and at 
extracting results. 

You might want to consult the Building Energy Software Tools 
directory to help you choose a BPS tool to use in conjunction with 
this book. It is best to opt for one that is supported with extens­
ive technical documentation so that you can learn not only how to 
operate the tool, but also understand and control its calculation al­
gorithms. This is important in terms of reinforcing the theory presen­
ted in the book. Consider using two different BPS tools as this will 
provide greater opportunities to examine and contrast the perform­
ance of alternate calculation approaches. 

You can expect to refer back to the chapter’s text and required 
readings while performing the simulation exercises, each of which 
requires you to predict specific aspects of performance. To maxim­
ize the learning value it is highly recommended that course instruct­
ors lead students through a simulation autopsy upon the completion 
of each chapter’s simulation exercises. These sessions are invalu­
able and serve to reinforce the theory, with each student learning 
not only from their own experiences, but from those of their peers 
as well. Beausoleil-Morrison (2019) describes by way of examples 
the organization and learning outcomes of simulation autopsies. 

The result of the first simulation exercise in Chapter 1 will be 
your Base Case that you will use in all subsequent simulation exer­
cises in the book (apart from the Culminating Trial), most of which 
will have you perturbing a single BPS input or altering a single mod­
elling approach. 

A note to instructors 

If you are interested in adopting this book as a text for a new or ex­
isting course, I would be happy to share information such as course 
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outlines, lecture materials, video sequences, and tips on structuring 
simulation autopsies. Just reach out. 

The simulation exercises have been successfully tested using 
a number of BPS tools. Feel free to prescribe a tool to your class 
that you are familiar with, or allow your students to choose. I have 
my students conduct the simulation exercises with two different BPS 
tools, as there is great learning value in contrasting approaches. Do 
be aware that not all exercises can be run with all tools, but there 
is a learning opportunity in this. When this occurs you can explain 
to students why particular tools do not support certain modelling 
approaches. 

The simulation exercises presume no prior knowledge in BPS or 
a particular BPS tool so don’t worry about choosing a tool unfamiliar 
to the students. It is easy to train new users to operate a BPS tool. 
I post video sequences of the tools I use in my teaching to support 
this initial learning. The real challenge comes in learning how to 
effectively apply a tool with full knowledge of its applicability, mod­
elling limitations, and default methods and data, and in developing 
skills to scrutinize results. That is what this book is about. 

Finally, I encourage you to read the article that describes my 
teaching approach (Beausoleil-Morrison, 2019) because this book 
has been designed around it. 

Additional resources 

The book’s companion website contains additional resources for 
readers and instructors, many of which are referred to in the text. 
This includes weather data necessary to conduct the simulation 
exercises, links to relevant tools and websites, and photographs, 
drawings, and measured data to support the Culminating Trial. 
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Nomenclature
 

Latin letters 

A Area (m2) 

A, B, C Regression coefficients or functions 

A(p), B(p), C(p) Laplace solution functions 

AI Flow coefficient for component I (kg/s PaBI ) 

a, b Incidence angle correction factors 

ai, bi Weighting factors 

awind , bwind Wind boundary layer parameters (−) 

BI Flow coefficient for component I (−) 

C Air leakage coefficient (m3/s Pan) 

Ca Cloud correction factor (−) 

CD Discharge coefficient (−) 

Cm Thermal capacitance (J/K) 

CP Pressure coefficient (−) 

cP Specific heat (J/kg K) 

DHI Diffuse horizontal irradiance (W/m2) 

DNI Direct normal irradiance (W/m2) 

E Emissive power (W/m2) 

F Shading factor (−) 

f (p) Subsidiary equation in the Laplace domain 

F(t) Function in time domain 

fmotor→a Fraction of heat generation by motor that is ad­
ded to air (−) 

fstack Air leakage stack factor (−) 
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fwind Air leakage wind factor (−)
 

F1 Circumsolar brightening coefficient
 

F2 Horizon brightening coefficient
 

fi→j View factor from surface i to surface j (−)
 

G Irradiance (W/m2)
 

g Gravitational acceleration (m2/s)
 

Gλ Spectral irradiance (W/m2 µm)
 

GHI Global horizontal irradiance (W/m2)
 

H Height above datum point (m)
 

h Enthalpy (J/kg)
 

hconv Convection coefficient (W/m2 K)
 

hlw Longwave radiation coefficient (W/m2 K)
 

HHV The higher heating value of a fuel (J/kg)
 

Iλ Spectral intensity (W/m2 sr µm)
 

k Thermal conductivity (W/m K)
 

Kθ Incident angle modifier at incident angle θ (−)
 

L Length scale (m)
 

L Laplace operator
 

LMTD Log mean temperature difference
 

m Mass (kg)
 

ṁ Mass flow rate (kg/s)
 

N Amount of sky dome obscured by opaque clouds
 
(tenths) 

n Air leakage coefficient (−) 

NTU Number of transfer units (−) 

Nu Nusselt number (−) 

P Pressure (Pa) 

p Operator variable in Laplace domain 

Ṗel Rate of electricity consumption (W) 

PL Surface perimeter (m) 
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PLR Part load ratio (−) 

Pr Prandtl number (−) 

q Rate of heat transfer (W) 

R Steady-state thermal resistance (m2 K/W) 

Rf Roughness factor (−) 

Ra Rayleigh number (−) 

Re Reynolds number (−) 

Sw Air leakage shelter coefficient (−) 

T Temperature (◦C or K) 

t Time (s) 

U Overall heat transfer coefficient (W/m2 K) 

u Internal energy (J/kg) 

V Velocity (m/s) 

W Rate of work (W) 

Wf Windward/leeward factor (−) 

Wi, Xi, Yi, Zi Transfer functions 

Xi, Yi, and Zi Response functions 

x, y, z Distances (m) 

Z Heat exchanger heat capacity ratio (−) 

Greek letters 

α Absorptivity (−) 

β Surface slope (◦) 

βv Volumetric thermal expansion coefficient (1/K) 

χ, ψ Spherical coordinates (rad) 

Δt Duration of simulation timestep (s) 

Δx A distance (m) 

δ Solar declination angle (◦)

 Emissivity, or heat exchanger effectiveness (−) 
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η Efficiency (−) 

ηalt Solar altitude angle (◦) 

γ Surface azimuth angle (◦) 

λ Wavelength (µm) 

µ Viscosity (N s/m2) 

Ω Solar hour angle (◦) 

ω Humidity ratio (kgv/kga), or angular velocity 
(rad/s) 

Φ Latitude (◦) 

Ψ Heat flux in Laplace domain 

ρ Reflectivity (−), or density (kg/m3) 

σ Stefan-Boltzmann constant (W/m2 K4) 

τ Transmissivity (−) 

Θ Temperature in Laplace domain 

θ Angle of incidence between solar beam and sur­
face normal (◦) 

ζ Insolation factor (−) 

Z Solar diffuse distribution factor (−) 

Superscripts
 Moist air property 

rated Evaluated at rated conditions 

a0 Absorption without inter-surface reflection 

a1 Absorption after one set of inter-surface reflec­
tions 

r Reflected radiation 

t0 Irradiance transmitted without reflection 

t1 Irradiance transmitted after one set of inter-
reflections 
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Subscripts 

↓	 Downwelling 

Horizontal 

⊥	 Normal to the solar beam 

a	 Dry air 

abs	 Absorbed 

atm	 Atmospheric 

b	 Blackbody 

beam	 Beam radiation 

boiler	 Boiler 

Solar collector 

con	 Condenser 

cond	 Conduction 

conv	 Convection 

diff	 Diffuse radiation 

dp	 Dew point 

e	 External surface 

e1 ⇒ 7	 Total emission from surface 1 that is absorbed by 
surface 7 

e1	 Emission from surface 1 

east , west	 Boundaries of finite difference nodes 

env	 An object in the exterior environment that ex­
changes longwave radiation with the building 

evap Evaporator 

exf Exfiltration 

fan Fan 

fg Vaporization from fluid to gas 

forced Forced convection 

fuel Fuel 

g Grey surface 
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gas	 Gas fill 

grd	 Ground 

HP	 Heat pump 

HVAC	 Heating, ventilation, and air-conditioning 

HX	 Heat exchanger 

i → z	 From i to z 

Internal surface 

in	 Entering zone 

inc	 Incident 

inf	 Infiltration 

latent	 Latent 

loss	 Loss from a component to the surroundings 

lw	 Longwave radiation 

m	 Mass of envelope assembly 

max	 Maximum 

min	 Minimum 

motor	 Motor 

natural	 Natural convection 

oa	 Outdoor air 

obj	 Surrounding objects in the exterior environment 

open	 Opening 

out	 Exiting zone 

P, E, W	 Finite difference nodes 

RA	 Return from zone under consideration to air-
based HVAC system 

refl	 Reflected 

s	 A surface other than the one under consideration 

SA	 Supply to zone under consideration from air-
based HVAC system 
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sky Atmospheric gases, aerosols, and clouds parti­
cipating in longwave radiation exchange, as well 
as deep space 

sky dome The hemisphere formed by the sky dome 

solar Solar radiation 

source Source within zone 

stack Stack effect 

strata Strata 

t − in Transfer air flowing into zone under consideration 
from another zone 

t − out Transfer air exiting zone under consideration and 
flowing to another zone 

tank Tank 

trans Transmitted 

v Moisture (water vapour) 

w Water 

wind Wind 

z Zone 
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Introduction to BPS
 

T his chapter provides an introduction to BPS. It briefly describes 
what it is, how it works, and who uses it. You will come to un­

derstand how to use this book, and you will apply your chosen BPS 
tool to represent a simple building called the Base Case that will 
form the basis for simulation exercises you conduct in subsequent 
chapters. 

Chapter learning objectives 

1. Understand the key characteristics of BPS and the role it can 
play in the design, analysis, and operation of buildings. 

2. Appreciate how history has influenced the choice of models 
utilized in current BPS tools. 

3. Become aware of the methods used to validate BPS models 
and tools. 

4. Understand the learning approaches employed in this book. 
5. Become familiar with operating your chosen BPS tool and de­

velop skills at translating the description of a simple building 
into appropriate input data. 

3 
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1.1 WHAT IS BPS? 

BPS employs a large number of mathematical models to simulate 
a building’s performance under a given set of boundary conditions. 
Many aspects of performance might be appraised by BPS, includ­
ing energy consumption, ventilation effectiveness, thermal comfort, 
lighting quality, etc. The objective is to represent the significant 
physical processes so that the simulation provides an accurate— 
or at least a useful—representation of reality. 

The mathematical models employed in BPS are simplified de­
scriptions of complex systems and processes. They necessarily 
make approximations to reduce the complexity to a manageable 
level for both the computer and the user. The necessity of these 
approximations can be appreciated by focusing on the building il­
lustrated in Figure 1.1. 

Figure 1.1: The Urbandale Centre for Home Energy Research (a 
research facility at Carleton University) 

Consider all of the heat and mass transfer processes occurring 
between this building and its surrounding environment. Heat is be­
ing transferred from the warm indoor surfaces of the building envel­
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ope to the cold exterior surfaces by means of conduction through 
solid materials such as the gypsum interior wall board, the wood 
studs forming the wall’s structure, and the cedar cladding. And heat 
is being transferred by convection, radiation, and conduction (solid 
and gaseous) through the wall’s fibreglass batt and foam insula­
tions. All of these processes are three-dimensional and transient in 
time. 

There is convective heat transfer from the exterior wall surfaces 
to the outdoor air, which is dependent upon wind velocity (speed 
and direction). The wind velocity patterns in the vicinity of the build­
ing are in turn affected by the house’s shape and size, and by sur­
rounding buildings and objects. There is radiation heat transfer in 
the infrared spectrum from the exterior wall surfaces to water mo­
lecules in the earth’s atmosphere, to deep space, and to the sur­
faces of the surrounding ground and objects. 

Solar radiation—some of which is scattered by the earth’s 
atmosphere—is incident upon exterior wall and window surfaces. 
Some of this radiation will be transmitted through window glazing 
layers, while some will be absorbed and reflected by the individual 
glazing layers, all of which depends upon the solar radiation’s angle 
of incidence. And some solar radiation is reflected by the ground 
towards the building, further increasing solar transmission to the 
interior, but the amount of reflection is dependent upon the com­
position of the snow cover, which is influenced by moisture content, 
temperature, and time. 

The solar collectors on the roof of the building are partially 
covered from a fresh snowfall, which influences their ability to cap­
ture solar gains, and therefore impacts the thermal storage and aux­
iliary heating systems. The positioning of the blinds is another com­
plication, as they affect the previously mentioned infrared and solar 
radiation processes, and may be controlled by occupant behaviour. 
Air can infiltrate past the house’s air barrier due to imperfections 
in sealing, and these flows will depend upon local indoor–outdoor 
pressure differences in the vicinity of these unintentional openings. 

This is only a partial inventory of the significant heat and mass 
transfer processes occurring in reality. Mathematical models must 
be constructed to represent each significant physical process and 
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these must be discretized in numerical form, and then solved col­
lectively. This solution approach is necessary because all of these 
processes are interconnected so they cannot be solved in isolation. 
For example, the solar radiation absorbed on the exterior glazing 
surface influences its temperature which, in turn, influences the in­
frared radiation emitted by that glazing to the atmosphere. 

It is easy to understand why simplifications are necessary to re­
duce this complexity to a manageable level of detail for solution pur­
poses. But this necessity to simplify is also driven by user consid­
erations. Can you imagine how a user might describe when blinds 
would be retracted or deployed? Or whether snow will build-up on 
the solar collectors, and how quickly it might melt? 

Due to the complexity of the reality—and the necessity of 
simplifications—BPS inherently operates with significant uncer­
tainty, and this must be recognized and acknowledged by users. 
How accurately can the solar reflectivity of that snow be estimated, 
and what impact does this have upon simulation predictions? What 
is the thermal conductivity of the wood studs within the wall assem­
blies (did the construction crew use fir or spruce?), and what impact 
does this uncertainty have upon predictions? 

Another characteristic of BPS is that it operates with transient 
(time-varying) boundary conditions. We rarely wish to predict the 
performance of buildings at a single snapshot in time. Rather, we 
typically use BPS to march through time (maybe a week, a month, 
a year, or multiple years) to predict performance subject to time-
varying boundary conditions. These time-varying boundary condi­
tions include occupant presence and behaviour (e.g. window open­
ings, appliance operation) and changing weather, all of which must 
be prescribed by the user or predicted with models. 

1.2 HOW DOES IT WORK? 

The user must provide considerable input data to the BPS tool to 
exercise all of these models. The level of detail required depends 
upon the modelling approaches employed by a particular tool or 
selected by the user. Table 1.1 broadly categorizes the types of 
input data that may be required. 
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Table 1.1: Types of input data required from user
 

Category Inputs 

Geometry Building plan and elevation 
Internal space layout 
Window sizes, locations, and shades 
Shading by neighbouring buildings and objects 

Materials Properties of structural and insulating materials 
Radiative properties of glazings 

HVAC Energy conversion and distribution systems 
Ventilation systems 
Component and supervisory controls 

Airflow Window and other intentional openings 
Cracks, holes, and defects in air barrier 
Airflow paths between internal spaces 

Internal gains Electrical appliances and lighting 
Moisture sources, such as cooking and plants 

Occupants Occupant density and schedule 
Activities that generate heat and moisture 
Control of appliances and lighting 
Interactions with windows and thermostats 

Weather Solar radiation 
Air temperature and humidity 
Wind speed and direction 
Sky conditions 
Ground snow cover 
Microclimate effects 
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The user must make choices about how much resolution to in­
clude, and this will dictate the amount of detail required in the form 
of inputs. These decisions should be driven by the objectives of the 
simulation study. For example, if the goal is to predict energy con­
sumption or peak indoor air temperatures, then it would be appro­
priate to represent the significant heat and mass transfer processes 
that affect the building’s thermal performance. It may not be neces­
sary to represent some features of the building to accomplish this. 
In many cases such a goal can be achieved with a highly abstrac­
ted representation that neglects many of the building’s geometrical 
details. 

Some thermal and mass transfer processes are critical in some 
situations, but have minimal influence in others. Geometrical de­
tails matter in some cases, but have a negligible influence in others. 
There are no simple rules. The user must choose which models and 
how much detail to include. As each BPS tool embodies only a sub­
set of available models, the selected tool will dictate many of these 
choices. For this reason, careful planning is of paramount import­
ance. 

1.3 WHAT IS IT USED FOR? 

BPS is used by engineers, architects, building physicists, and re­
searchers in many domains of application. Predictions (outputs) 
can be provided in varying levels of detail in a number of different 
categories, although it must be stressed that not all tools provide 
predictions for all domains. 

BPS can be deployed at many stages of a building’s life cycle. 
It is often used to research novel energy conversion and storage 
systems for buildings. It can be used to help establish the shape, 
size, and layout of a building (pre-design and schematic design 
phases). And it can help detail the design of the building envel­
ope, HVAC, and lighting systems (design development phase). BPS 
is often used post-design to demonstrate compliance with build­
ing or energy regulations, or as a requirement of energy labelling 
programmes. Although less common, it can also be used to assist 
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during building commissioning and to improve building operations 
(building controls, fault detection). 

A partial listing of the applications of BPS is provided in Table 
1.2. 

1.4 BPS TOOLS AND USERS 

Many BPS tools have been developed over the past half centuryi. 
Some are targeted at researchers, while others at practitioners. 
Some tools attempt to consider all physical processes relevant to 
buildings, while others focus on thermal, lighting, indoor air quality, 
or other areas. Some are complex and present users with myriad 
choices of modelling options, while others present simplified user 
interfaces and apply many underlying assumptions and implement 
default methods and input data. 

Each tool has strengths and weaknesses. To become a BPS ex­
pert, you must understand the underlying methodologies employed 
by tools and develop the expertise to employ multiple tools, as no 
single tool meets the needs of every situation. 

Most BPS practitioners are engineers and architects. The BPS 
field is emerging as a specialization in the building industry, but it 
must be pointed out that there is no licensed BPS profession as 
such. The accreditation of BPS users is a topic that is receiving 
greater attention in many jurisdictions. 

The BPS field has been rapidly changing in the past decade, 
but unfortunately the application of BPS is integral in the design of 
only a small minority of buildings. Most applications are for post-
design evaluation, to demonstrate compliance with regulations, or 
to qualify for voluntary labelling programmes. 

1.5 A BRIEF HISTORY OF BPS 

Understanding some early BPS history is important, because de­
cisions taken decades ago have determined some of the ap­
proaches still in use today. 

iThe Building Energy Software Tools directory provides a comprehensive list­
ing of available tools. 
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Table 1.2: Applications of BPS
 

Category Prediction
 

Thermal Predicting energy consumption 
Estimating peak heating and cooling loads 
Sizing HVAC equipment 
Assessing building form and fabric 
Examining external shading 
Determining overheating risks 
Comparing HVAC systems 
Assessing natural and hybrid ventilation 
Exploring novel energy systems 

Indoor environment Ventilation effectiveness 
Airflow distribution 
Indoor air quality 
Daylighting 
Lighting quality 
Thermal comfort 

Operations Fault detection 
Model predictive control 
Comparing control options 

Other Occupant behaviour and movement 
Coupled heat, air, and moisture transfer 
Acoustics 
Fire propagation 
Building evacuation 
External airflow 
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Early approaches 

Until the mid 1960s only simple hand-calculation methods were 
available for estimating energy usage in buildings. These included 
the degree day method and the more detailed bin method, both of 
which are still used. 

Degree days, a measure of a climate’s severity, are calculated 
by integrating over the year the daily-averaged outdoor-air temper­
ature relative to a fixed base (most commonly 18 ◦C). Degree days 
for various locations were tabulated, published, and used in con­
junction with the steady-state peak heating load and a fixed heating-
system efficiency to estimate the usage of heating fuel over the 
year. Although easy to apply, the degree day method neglects many 
significant factors, such as transient thermal storage in building ma­
terials, solar gains, internal gains, variations in ventilation and infilt­
ration rates, and the non-steady operation of heating equipment. 

As with the degree day approach, the bin method treats out­
door air temperature as the independent variable in the analysis. 
The analysis period—usually a year in that era—is sorted into bins 
according to the outdoor temperature. Each bin thus contains the 
number of occurrences (usually measured in hours) within its range 
of outdoor temperatures (typically ∼3 ◦C wide). The energy con­
sumption of each bin is determined (independently) using simpli­
fied steady-state approaches much like those of the degree day 
method. The predictions from all bins are then summed, yielding an 
estimate of the building’s heating and cooling energy consumption. 

Compared to the degree day approach, the bin method allows 
some assumptions about fixed conditions to be dropped: infiltration 
rates and cooling system efficiencies can vary with indoor–outdoor 
temperature difference, for example. However, the bin method im­
plicitly assumes that energy flows within the building are exclusively 
a function of indoor–outdoor temperature difference. Therefore the 
timing (even day versus night) of solar and internal gains, and tran­
sient indoor conditions cannot be explicitly considered. Although 
more resolved binning approaches have been introduced in an at­
tempt to address this fundamental shortcoming, the unifying char­
acteristic of all bin methods is that time has been eliminated as a 
variable in the analysis. 



�
�

“Book” — 2020/7/22 — 9:24 — page 12 — #50 �
�

�
�

�
�

12 • Introduction to BPS 

True simulation methods 

The first true simulation methods—true in that they attempted to 
imitate physical conditions by treating time as the independent 
variable—appeared in the mid 1960s (GATC, 1967). 

Because computing resources were limited, slow, and extremely 
expensive, it was necessary to subdivide the problem domain. The 
so-called Loads-Systems-Plant (LSP) modelling strategy was com­
monly employed in these early approaches. It subdivided the sim­
ulation of the building into three sequential steps. The building’s 
heating and cooling loads are first calculated for the entire ana­
lysis period (often a year) for an assumed set of indoor envir­
onmental conditions. These loads are then imposed as inputs to 
the second step of the simulation, which models the HVAC sys­
tem’s air handling and energy distribution components (fans, heat­
ing coils, cooling coils, air diffusers, etc.). This second simulation 
step (also conducted for the entire analysis period) predicts the de­
mands placed on the HVAC system’s energy conversion compon­
ents (boilers, chillers) and related equipment (cooling towers and 
circulation pumps). Finally, the energy conversion and related sys­
tems are simulated in the third step, receiving as input the results 
of the second step. 

Obviously, the sequential nature of the LSP approach neglects 
interactions between the steps. The impact of undersized heating or 
cooling equipment cannot be considered. Furthermore, situations in 
which there is strong coupling between the steps (e.g. the impact of 
the air handling system on infiltration; the impact of room temper­
atures on occupant behaviour such as the opening and closing of 
windows) cannot be adequately treated. 

Response factor methods 

Many of the early simulation methods utilized simplified approaches 
for modelling building loads, such as the time-averaging approach, 
which smeared internal heat gains over a period of time to roughly 
approximate the transient thermal storage, radiation, and convec­
tion processes that were actually occurring. 

New techniques were introduced to address such shortcomings. 
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The pioneering work of Stephenson and Mitalas (e.g. Stephenson 
and Mitalas, 1967) on the response factor method significantly ad­
vanced the modelling of transient heat transfer through the opaque 
fabric and the heat transfer between internal surfaces and the room 
air. They utilized the principle of superpositioning to decompose the 
complex non-linear heat transfer system into a summation of re­
sponses of the component parts. This allows, for example, solar 
insolation to be modelled with a simple algebraic summation, using 
weighting factors which relate the convection (of heat to the room 
air) to the solar radiation absorbed by internal surfaces at previous 
periods of time. Heat transmission through the walls is calculated by 
another (independent) summation, this one operating on the time-
series history of wall surface temperatures. In effect, the response 
factor method decouples the treatment of solar insolation from the 
modelling of heat transfer through walls. 

Heat balance approaches 

Heat balance approaches were introduced in the 1970s (e.g 
Kusuda, 1976) to enable a more rigorous treatment of building 
loads. Rather than utilizing weighting factors to characterize the 
thermal response of the room air to solar insolation, internal gains, 
and heat transfer through the fabric, this methodology solves heat 
balances for the room air and at the surfaces of fabric components. 

These heat balances consider all important energy flow paths: 
transmission through the fabric, radiation exchange between in­
ternal surfaces, solar insolation, convection from the indoor air to 
wall and window surfaces, etc. The heat balances are formed and 
solved each timestep to estimate surface and room air temperat­
ures, and heat flows. Although more computationally demanding 
than room-air weighting factors, the introduction of the heat bal­
ance approach allowed some significant assumptions of linearity 
to be dropped. For example, convection coefficients characterizing 
heat transfer from internal surfaces to the room air could respond 
to thermal states within the room, rather than being treated as con­
stant. 
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HVAC and airflow modelling 

More complex and rigorous methods for modelling HVAC systems 
were introduced in the 1980s. Transient models and more funda­
mental approaches were developed as alternatives to the tradi­
tional approach which performed mass and energy balances on 
pre-configured templates of common HVAC systems, the com­
ponents of which (fans, coils, boilers, etc.) were represented by 
overall efficiency values, calculated by curve fits to manufacturers’ 
data. Additionally, in the 1980s the simulation of building loads and 
HVAC were integrated in order to consider the important interac­
tions between the two. 

Activity in the building simulation field was not limited to thermal 
considerations. Parallel work was underway on airflow modelling. 
Methods were developed for estimating wind- and buoyancy-driven 
infiltration rates, and computational fluid dynamics approaches 
were being applied to simulate the details of airflow patterns within 
single rooms. In the 1970s, network airflow models were developed 
for simulating both infiltration and internal airflow. These are mac­
roscopic models, which represent large air volumes (e.g. rooms) by 
single nodes, and predict flow through discrete paths (e.g. doors, 
cracks). 

The thermal and airflow simulation approaches did not begin 
their convergence until the mid 1980s (e.g. Walton, 1983), at which 
time the network airflow models were integrated into thermal mod­
els to couple the simulation of heat and airflow, and to analyze pol­
lutant dispersion within buildings. Until this time, the thermal sim­
ulation tools focused strictly on energy processes. Although the 
thermal impact of both air infiltration and (in some cases) inter-zone 
airflow was considered, flow rates were either user-prescribed or 
estimated using simplified approaches. Airflow was not simulated, 
but rather merely its impact considered in the thermal simulation. 
As a result, configurations in which heat and airflow were strongly 
coupled (e.g. naturally ventilated buildings) could not be accurately 
simulated. 

Parallel developments occurred on simulating many other as­
pects of building performance, including acoustics, daylighting and 
lighting, indoor environment quality, etc. 
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This history continues 

Decisions taken during the early decades of BPS’s development are 
still having an impact today. Although rapidly expanding computing 
power over the past quarter century has eliminated the prime mo­
tivating factor for many of the earlier simplifications, all of the afore­
mentioned methods are still in use. 

There are BPS tools that are based upon superpositioning and 
response factors while others employ the heat balance approach. 
Some model transient conduction with conduction transfer functions 
while others use numerical methods. Some tools couple thermal 
and airflow simulations, others treat these domains disparately. Al­
though most BPS tools tightly couple the simulation of building 
loads and HVAC systems, some are still based upon the segreg­
ation of these modelling domains. 

Most BPS tools in use today have evolved over long periods of 
time and are written using procedural computer languages that ex­
ecute models in a sequence defined by the tool developers. Most of 
these march through time using fixed simulation timesteps (some­
times under the user’s control, sometimes not). More recently, some 
BPS tools have been developed with equation-based acausal mod­
elling languages to provide greater flexibility in solution approaches 
(see, for example, Wetter, 2009). 

It is not the case that some methods and tools are superior to 
others. Each has its place and has a certain applicability. But it is 
important for the user to understand the underlying methods em­
ployed by each tool so that informed choices can be made about 
which tool to employ in which situation, and to choose appropriate 
methods within a given tool. 

1.6 IS BPS VALID? 

The validation of BPS tools and models is a complex and challen­
ging field that has existed almost as long as BPS itself. Extensive 
efforts have been conducted under the auspices of the International 
Energy Agency (IEA), the American Society for Heating Refrigera­
tion and Air-Conditioning Engineers (ASHRAE), the International 
Organization for Standardization (ISO), and others to create meth­
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odologies, tests, and standards to verify the accuracy and reliability 
of BPS. 

These validation initiatives have proven effective at diagnosing 
some so-called internal sources of errors in BPS models and tools. 
According to Judkoff et al. (1983) these internal sources of errors 
can be classified as follows: 

•	 Differences between the actual thermal transfer mechanisms 
taking place in the reality and the simplified model of those 
physical processes in the simulation. 

•	 Errors or inaccuracies in the mathematical solution of the 
models. 

•	 Coding errors. 

Judkoff and Neymark (1995) proposed a pragmatic approach 
composed of three primary validation constructs to check for these 
internal errors. These are: 

•	 Analytical verification. 
•	 Empirical validation. 
•	 Comparative testing. 

With analytical verification, BPS outputs are compared to a well 
known analytical solution for a problem that isolates a single heat 
transfer mechanism. Although analytical verification is limited to 
simple cases for which analytic solutions are known, it provides an 
exact standard for comparison. 

BPS outputs are compared to monitored data with empirical val­
idation. The measurements can be made in real buildings, con­
trolled test cells, or in a laboratory. The design and operation of 
experiments leading to high-quality data sets is complex and ex­
pensive, thus restricting this approach to a limited number of cases. 
The characterization of some of the more complex physical pro­
cesses (such as heat transfer with the ground, air infiltration, indoor 
air motion, and convection) is often excluded due to measurement 
difficulties and uncertainty. 

A BPS tool is compared to itself or other tools with comparat­
ive testing. This includes both sensitivity testing and inter-program 
comparisons. This approach enables inexpensive comparisons at 
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many levels of complexity. However, in practice the difficulties in 
equivalencing program inputs can lead to significant uncertainty in 
performing inter-program comparisons. 

A general principle applies to all three validation constructs. 
The simpler and more controlled the test case, the easier it is to 
identify and diagnose sources of error. Realistic cases are suitable 
for testing the interactions between algorithms, but are less use­
ful for identifying and diagnosing errors. Although the comparison 
of the actual long-term energy usage of a building with simulation 
results is perhaps the most convincing evidence of validity from the 
building designer’s perspective, this is actually the least conclusive 
approach. This is because the simultaneous operation of all pos­
sible error sources combined with the possibility of offsetting errors 
means that good or bad agreement cannot be attributed to program 
validity (e.g. Lomas et al., 1997). 

These painstaking validation efforts are important and do lead to 
improved BPS tools and greater confidence in the underlying mod­
els. That said, it must be recognized that the user is, by far, the 
largest source of error—not the tools or their underlying models. 
(You will discover some evidence of this during this chapter’s re­
quired reading.) Data entry errors can and will occur, and these can 
go undetected, especially if results are insufficiently scrutinized. But 
more importantly, the inappropriate use of default models and data, 
or the selection of inappropriate modelling options for the case at 
hand are contributing factors. This is why an understanding of the 
fundamentals is so important. 

1.7 REQUIRED READING 

Reading 1–A 

Beausoleil-Morrison (2019) describes an approach for teaching 
BPS through a continuous learning spiral that includes exposure to 
theories and the application of tools. Read this article in its entirety 
and find answers to the following questions: 

1. What are some of the common causes of inaccurate BPS 
performance predictions (for both experienced and novice 
users)? 
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2. What are the learning spiral’s four interrelated modes of learn­
ing? 

3. What is a simulation autopsy? 
4. What were some of the causes of the outlying results pre­

dicted for the culminating trial reported in Section 7? 

1.8 SOURCES FOR FURTHER LEARNING 

•	 The preface and first chapter of Hensen and Lamberts 
(2019) introduces BPS, describes how it is currently em­
ployed throughout the building life cycle, and describes some 
of the barriers impeding greater adoption of the technology. 

•	 Chapter 1 of Clarke (2001) provides an overview of the object­
ives of BPS, describes the major energy and mass transfer 
processes to be modelled, and introduces some of the prin­
cipal modelling methods that have been devised for resolving 
them. 

•	 Clarke and Hensen (2015) discuss the role BPS can play in 
the design and operation of energy-efficient buildings and re­
view the progress the domain has made towards achieving 
the goal of providing practitioners the ability to accurately and 
rapidly appraise building design variants for a range of per­
formance metrics. They also treat the shortcomings of the 
state-of-the-art and list a number of development priorities for 
the domain. 

•	 Crawley et al. (2008) survey a number of BPS tools and con­
trast their capabilities. 

•	 Kusuda (1999), Sowell and Hittle (1995), and Ayres and 
Stamper (1995) provide an historical overview of the BPS field 
and describe the significance of some of its early develop­
ments, although principally from an American perspective. It 
is interesting to contrast the observations made by these au­
thors in the 1990s to the more contemporary perspectives of 
Clarke and Hensen (2015). 

•	 Clarke (2015) summarizes the requirements of so-called 
high-integrity BPS and details the future developments re­
quired to realize this objective. 
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1.9 SIMULATION EXERCISES 

As the topic of this chapter is an introduction to BPS, this chapter’s 
exercises are meant as an introduction to your chosen BPS tool. 
They will be, by far, the most time-consuming simulation exercises 
to conduct apart from those of Chapter 18. Expect some frustra­
tions and minor failures: these are an important part of the learning 
process! 

Objectives 

The objectives of this first exercise are for you to become famil­
iar with your chosen BPS tool and to develop skills at translating 
a building description into appropriate input data. The subject is a 
simple building with a rectangular floor plan and a single window 
which includes many simplifications so that you can focus on learn­
ing the basics. Normally the user of a BPS tool must make many 
modelling decisions and assume some input data, but in this case 
a complete description of the building is provided. 

The BPS representation you create here will form the Base 
Case for the simulation exercises that will be performed in sub­
sequent chapters, each of which will explore the impact of modelling 
choices and input data related to a single heat or mass transfer pro­
cess or aspect of an HVAC system. Therefore, it is important that 
you develop as accurate a representation of the Base Case as pos­
sible with your BPS tool in order to maximize the learning value of 
these subsequent simulation exercises. 

Geometry 

The geometry of the building is illustrated in Figure 1.2. The building 
measures 12.2 m by 6.1 m by 2.7 m high, with its longer dimension 
aligned east–west. There is a single window measuring 3 m wide by 
1.75 m high. It faces south and is mounted at the location indicated 
in the figure. 

Internal partition walls and furnishings can be ignored. Con­
struct a one-zone representation of this building in your chosen BPS 
tool. 
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window 

North 

4.6 m 3.0 m 4.6 m 

0.6 m 

1.75 m 

0.35 m 
6.1 m 

Figure 1.2: Base Case geometry 

Opaque envelope constructions 

The construction of the walls, floor, and roof are provided in Tables 
1.3 through 1.5. Assume each material layer to be homogeneous, 
and ignore the thermal impact of building structural components, 
fasteners, and other thermal bridges. 

The solar absorptivity of the gypsum board used in the wall and 
roof assemblies is 0.6. The floor’s concrete has a solar absorptivity 
of 0.6, while the wall’s cedar and the roof’s asphalt have values of 
0.78 and 0.85, respectively. The emissivity of all construction ma­
terials is 0.9 in the longwave portion of the infrared spectrum. 

Window 

Data are provided in this section to support all of the models that are 
currently used by BPS tools for calculating the radiation, convection, 
and conduction processes that occur across windows. From this, 
you will have to select the input data required by your chosen BPS 
tool and model. 

The window, which remains closed at all times, is triple-glazed 
and filled with argon. The outer glass layer is a 3 mm thick sheet of 
clear glass. The inner two layers of glass are also 3 mm thick but 
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Figure 1.3: Cross-section of Base Case window (low-emissivity 
coatings [indicated by ] are located on glazing surfaces 3 and 
5) 

24 • Introduction to BPS 

contain low-emissivity coatings on surfaces 3 and 5, as illustrated 
in Figure 1.3. The thickness of the argon gas layers is 13 mm. The 
presence of window frames and glazing spacers is to be ignored. 
As well, there are no curtains or blinds. 

The thermophysical and radiation properties of each glass layer 
are provided in Table 1.6. The solar radiation properties provided in 
this table are for when the solar irradiance is normal to the surface 
of the glass (when the value of θ that is illustrated in Figure 1.3 is 
zero). Some BPS tools require these data as inputs and then ap­
ply models to predict behaviour for off-normal solar irradiance. You 
will learn about these methods in Chapter 14. Other BPS tools re­
quire angularly dependent radiative properties, which are provided 
in Table 1.7. 

Some BPS tools do not support the modelling of the individual 
conduction, convection, and radiation modes of heat transfer oc­
curring within glazing assemblies, and instead rely on compound 
performance metrics that express the heat transfer for one set of 
nominal operating conditions. These metrics are the solar heat gain 
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coefficient (SHGCii) and the steady-state thermal transmittance 
coefficient (U-value). The modelling methods that rely on these met­
rics will be described in Chapter 14. If your chosen BPS tool does 
not accept the inputs provided in Table 1.6 or Table 1.7, then you 
can use the glazing assembly’s nominal SHGC of 0.585 and U-
value of 0.776 W/m2 K. 

Indoor environment and HVAC 

There is a constant sensible internal heat gain of 200 W. These 
gains are 100 % convective. There are no moisture sources within 
the building (i.e. no latent heat gains). 

The building is conditioned by an idealized HVAC system with 
sufficient heating and cooling capacity to maintain the indoor air 
temperature between 20 ◦C and 25 ◦C at all times. The heat injec­
tion and extraction from this idealized HVAC system is 100 % con­
vective and 100 % sensible. 

Exterior environment 

The building is located in Ottawa, Ontario, Canada. Use the Ott­
awa Canadian Weather for Energy Calculations weather file in your 
analysisiii. 

The underside of the floor is exposed to the ambient air. The 
building is located on a horizontal site in the middle of a field. There 
are no surrounding obstructions that shade the building. 

There is a constant rate of air infiltration to the building of 0.1 
ac/hiv. 

iiSometimes referred to as the g-value. 
iii Use the 2016 version of the CWEC file, not the original 2005 version that 

is shipped with some BPS tools. The original CWEC weather files were based 
on weather data from the 1950s to 1990s, whereas the 2016 version is based 
upon more recent data. The 2016 version can be downloaded from the book’s 
companion website. 

ivAir changes per hour is a commonly used metric for expressing air infiltration 
and ventilation rates. It is the equal to the volumetric flow rate per hour divided 
by the building’s (or room’s) volume. 
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Exercise 1–A 

Create a representation of this building in your chosen BPS tool. 
Carefully consider and follow all the provided specifications and 
double-check all your inputs. 

Once you are able to complete a simulation, you should scru­
tinize your results in detail. Examine, for example, zone air temper­
atures, the rate of solar radiation transmitted through the window, 
internal heat gains, air infiltration rates, and the rate of HVAC heat 
injection/extraction. Are these results consistent with your expecta­
tions? Don’t assume that an absence of error or warning messages 
from your BPS tool means that your representation is valid or ac­
curate. 

Once you are satisfied with your representation of the Base 
Case, perform an annual simulation and extract the following res­
ults: 

1. Plot the predicted zone air temperature as a function of time. 
Do the results agree with your expectations? 

2. Determine the annual space heating load (GJ). 
3. Determine the annual space cooling load (GJ). 
4. Determine the magnitude (kW) and timing (day and time) of 

the peak heating load. 
5. Determine the magnitude (kW) and timing (day and time) of 

the peak cooling load. 

Exercise 1–B 

If your chosen BPS tool allows you to control its simulation timestep, 
then perform a series of simulations to explore the impact of this 
user choice. Examine various timesteps ranging between 1 minute 
and 1 hour. 

What impact does the timestep have upon the predicted annual 
space heating load? And upon the annual space cooling load? Hy­
pothesize an explanation for your findings. 

If your chosen BPS tool does not allow you to control its simu­
lation timestep, then consult its help file or technical documentation 
to determine why. 
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1.10 CLOSING REMARKS 

This chapter defined BPS, explained how it is used, and discussed 
the central role the user plays in ensuring valid BPS predictions. 
Some historical background on the development of BPS models 
and tools was also provided. The learning approach that is sup­
ported by this book was made clear through the chapter’s required 
reading. 

This chapter described some of the significant heat and mass 
transfer processes that have to be considered. It explained that 
models are required to resolve each one of these in order to predict 
the performance of a building using BPS. Through the simulation 
exercises, you caused your chosen BPS tool to make use of many 
such models in order to predict the performance of the Base Case. 
The next chapter begins to look at how your BPS tool used the in­
formation you provided. 
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C H A P T E R 2 

Energy and mass 
transfers within 
buildings 

T his chapter explains how energy and mass balances are formed 
for thermal zones and internal building surfaces. It is important 

to understand how these balance equations are configured as the 
following chapters will treat how each of the terms appearing in 
these equations are modelled. 

Chapter learning objectives 

1. Become familiar with the concept of the thermal zone, and 
begin to appreciate the implications of decisions regarding 
geometrical abstraction and zoning. 

2. Understand how mass and energy balance principles are ap­
plied within BPS. 

3. Become cognizant of all the terms appearing in the energy 
balances representing zone volumes and internal surfaces. 

4. Become aware of the relative magnitude of the predicted heat 
transfers for a simple situation. 

33 
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Figure 2.1: Significant heat transfer ( ) and mass transfer 
( ) processes within buildings 

34 • Energy and mass transfers within buildings 

2.1 SIGNIFICANT PROCESSES 

Some of the individual heat and mass transfer processes occur­
ring between a building and its surrounding environment were dis­
cussed in the previous chapter (see Section 1.1). Examples of 
transfers of heat by conduction, convection, and radiation were 
given, as was an example of a mass transfer through the building 
envelope. 
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These types of heat transfer and mass transfer processes are il­
lustrated schematically in Figure 2.1 for a very simple building. Each 
type of process illustrated in this figure can represent multiple indi­
vidual processes. For example, there will be multiple individual in­
ternal convection processes even for the simplest of buildings: from 
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the internal surface of each wall to the surrounding room air, from 
the upper surface of the floor to the surrounding room air, from the 
inner surface of the innermost window glazing layer to the surround­
ing room air, etc. 

Some of the processes illustrated in Figure 2.1 occur within the 
building’s interior, some occur between the building’s external sur­
faces and the exterior environment, while others occur through the 
building envelope. Part II of this book, which includes this and the 
next few chapters, focuses on the processes occurring within the in­
terior of the building. This chapter describes how energy and mass 
balances are formed and solved, while Chapters 3 through 6 delve 
into the details of how each type of process is modelled. In a similar 
fashion, Part III of the book deals with the exterior environment and 
Part IV deals with processes occurring through the building envel­
ope. 

Before we delve into the formation of energy and mass bal­
ances, the important concept of the thermal zone will be introduced. 

2.2 THE THERMAL ZONE 

The building under consideration is subdivided into thermal zones 
for a BPS analysis. This process is known as zoning the building. 
This is one of the first steps in any BPS analysis, and one that 
should receive considerable attention as choices made at this stage 
will have a significant impact upon input data requirements, accur­
acy, and troubleshooting complexity. 

A zone represents the air volume and any containing solids of 
a portion of a building. This may be a single room, a grouping of 
rooms, the entire building, or a portion of a large space. In the case 
of a single room, the zone would contain the air volume of the room 
and any objects within this volume, such as furniture, books, appli­
ances, etc. In the case of multiple rooms or an entire building, the 
zone would also include internal partition walls and elements of the 
building’s structure (excluding the building envelope). However, as 
we will see in Section 2.6 the user must usually take some action 
for the thermal impact of these solid materials to be considered. 

The BPS tool will simulate the heat and mass transfers occur­



�
�

“Book” — 2020/7/22 — 9:24 — page 36 — #74 �
�

�
�

�
�

36 • Energy and mass transfers within buildings 

ring within each zone, and the heat and mass transfers occurring 
between zones. The air contained within a zone is usually treated 
as having uniform conditions, so that localized stratification effects 
are ignored. This is known as the well-mixed assumption. Some 
BPS tools allow more refined treatments, although these are sel­
dom employed. (Chapter 7 will touch upon some of the possibilit­
ies.) 

It is up to the user to decide how to represent a building’s geo­
metry and how to zone the building. There are no hard rules. That 
said, keep the following general considerations in mind: 

•	 What are the goals of your BPS analysis: predicting energy 
consumption, studying the impact of building form and fabric, 
contrasting the performance of HVAC system options, etc.? 

•	 Which heat and mass transfer processes are important for 
this analysis? 

•	 Do you need to analyze the whole building, or will considering 
only a portion provide sufficient information? 

•	 Include geometrical features only if they significantly influence 
heat and mass transfer. 

•	 The zone is a thermal concept, not a geometric one. 
•	 Zones can represent volumes that are non-contiguous. 
•	 Use as many zones as necessary, but as few as possible. 

Consider the floor plan of the office given in Figure 2.2. This en­
tire floor of the building could be represented by a single thermal 
zone. This might be an appropriate zoning strategy for an early-
stage analysis if the goal is to predict the annual energy consump­
tion and if the building is conditioned with a single HVAC system. 
In this case, the entire air volume contained within the building en­
velope as well as the interior partition walls and all furnishings and 
other objects would be contained within this one zone. 

Another strategy would be to represent each office as its own 
thermal zone. This treatment could be extended to the reception, 
meeting room, and corridor. In this case the thermal zones would 
represent the air volumes of each space and their containing ob­
jects, but not the interior partition walls; these partition walls would 
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indicated by , interior partition walls by ) 
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corridor 

office C office D office E office F office G 

office A office B 

meeting room 

reception 

have to be separately described so that their heat transfer and en­
ergy storage processes could be explicitly considered. Obviously 
more geometrical data would be required from the user to define 
these 10 zones. Additionally, the user would have to provide suffi­
cient information to characterize airflow from one zone to another 
(see Figure 2.1) as this would impact the energy balances of the 
individual zones. Although more input data would be required from 
the user, the analysis could (potentially) provide a greater resolu­
tion of outputs, although it must be recognized that the likelihood of 
data-input errors would rise. 

An intermediate option would be to combine some of the in­
dividual spaces into thermal zones. For example, offices A and B 
might be combined into one zone, offices C, D, E, F, G and the cor­
ridor into a second thermal zone, and the meeting room and recep­
tion into a third thermal zone. Or, the non-contiguous offices D and 
F could be combined into one zone, and the non-contiguous offices 
C, E, and G into another. These four zoning strategies are illus­
trated in Figure 2.3. (Many other options are, of course, possible.) 
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(a) 1 zone	 (b) 3 zones
 

(c) 7 zones	 (d) 10 zones 

There is no “correct” approach: each strategy has its advantages 
and disadvantages. 

Figure 2.3: Some zoning options for the floor plan of Figure 2.2 
(each shade or pattern represents a thermal zone) 

The following criteria are recommended when you are consid­
ering grouping volumes of the building into thermal zones: 

•	 Volumes should have similar internal loads (magnitude and 
schedule). 

•	 Volumes should have the same heating and cooling setpoints 
and thermostat schedules. 

•	 Volumes should have similar solar gains. 
•	 Perimeter volumes should be zoned separately from internal 

volumes. 
•	 Volumes should not be combined into zones if they are served 

by different HVAC systems. 

Strategies for thermal zoning are best learned through experi­
ence. This chapter includes a simulation exercise that will provide 
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you with a first opportunity for exploring the impact of different zon­
ing strategies. A bigger challenge will come in Chapter 18 when you 
will have to select a zoning strategy in developing a BPS represent­
ation of an actual building. 

2.3 FORMING ENERGY AND MASS BALANCES 

In order to simulate the heat and mass transfer processes occur­
ring within the interior of the building, the BPS tool establishes 
mass and energy balances for each zone and energy balances for 
each internal surface within each zone. As will be seen in the up­
coming sections, these balance equations contain many terms and 
are mathematically coupled. Consequently, the user’s decisions on 
zoning strategies and geometrical abstraction have a significant im­
pact upon the number of equations that will have to be formed and 
solved. 

The mass balances consider the air movement in and out of 
zones, as depicted in Figure 2.1. Each type of mass transfer pro­
cess depicted in this figure involves the movement of moist air (the 
mixture of dry air and water vapour). Following the principles of 
psychrometrics, most BPS tools form separate mass balances for 
the dry air and water vapour fractions. 

2.4 ZONE MASS BALANCE ON DRY AIR 

Figure 2.4 represents the zone under consideration and its bound­
ing constructions. A control volume is drawn to delineate the bound­
ary between the zone and its surroundings. Recall from Section 
2.2 that this includes the air contained within the building volumes 
represented by the zone, but may also include furniture, partition 
walls, and other solid objects. The mass flows crossing the control 
volume’s boundary are also indicated in the figure. This includes 
sources of moisture, as these sources (e.g. respiration from people) 
are considered to be situated outside of the zone’s control volume. 

The mass balance on the dry air contained within the zone can 
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ṁa,RA 

+ṁv,RA 

+ṁv,t−out 

ṁa,inf 

+ ṁv,inf 

ṁa,exf 

+ ṁv,exf 

ṁv,source 

ṁa,SA 

+ ṁv,SA 

ṁa,t−in 

+ ṁv,t−in 

ṁa,t−out 

Figure 2.4: Mass transfers into and out of zone control volume (in­
dicated by ) 

be expressed as: 

dma =
dt 

 
ṁa,in 

in 

−
 

ṁa,out (2.1) 
out 

The terms on the right represent the summation of the dry-air 
mass flow rates entering and exiting the zone, respectively. The 
term on the left represents the rate of change of the mass of dry air 
contained within the zone (ma). Although changes in pressure and 
temperature can affect ma , this transient term is commonly ignored 
as it is typically very small. 

With this assumption and with the expansion of the summation 
terms to include the three types of dry-air mass flow processes in­
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dicated in Figure 2.4, Equation 2.1 can be expressed as: 

ṁa,inf + ṁa,t−in +ṁa,SA = ṁa,exf + ṁa,t−out +ṁa,RA (2.2) 

The terms on the left represent the dry-air mass flows into the 
control volume, while those on the right the exiting dry-air mass 
flows. 

ṁa,inf represents an infiltration of dry air through the building en­
velope ( ṁa,exf is an exfiltration). This could be through an intended 
opening such as a window, or through an unintended opening such 
as an imperfection in the air barrieri. The term is represented by a 
summation because there may be many paths through which dry 
air can flow and each significant one must be represented. 

ṁa,t−in represents dry air that is transferred from another zone, 
while ṁa,t−out represents dry air transferred from the zone under 
consideration towards another zone in the building. These terms 
are summed as the zone under consideration may be transferring 
air with numerous other zones. 

ṁa,SA is the dry air supplied by an air-based HVAC system, while 
ṁa,RA is the dry air extracted from the zone and returned to the 
HVAC system. 

As explained in Section 2.2, it is common to employ the well-
mixed assumption. With this, all the air flows leaving the zone are 
at the same temperature. Consequently, it is convenient to group all 
of the exiting mass flow rates on the right side of Equation 2.2 into 
the single term ṁa,out for reasons that will become apparent later: 

ṁa,inf + ṁa,t−in + ṁa,SA = ṁa,out (2.3) 

2.5 ZONE MASS BALANCE ON WATER VAPOUR 

In a similar manner, a mass balance can be formed on the water 
vapour contained within zone that is analogous to Equation 2.3: 

dmv ṁv,inf + ṁv,t−in + ṁv,SA + ṁv,source = ṁv,out + (2.4)
dt 

iAirflow through intentional openings in the building envelope is commonly 
called natural ventilation, and that through unintended openings infiltration. 
These have the same thermal impact and are collectively referred to here as 
infiltration. 
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The terms have similar meaning as in Equation 2.3, but in this 
case the v subscript indicates water vapour. 

In this case the transient term dmv /dt is not negligible because 
the zone could be undergoing a humidification or dehumidification 
process, or the furniture, partition walls, and other solid objects con­
tained within the zone could be storing or releasing moisture. Equa­
tion 2.4 also includes the ṁv,source term that represents the sources 
of water vapour depicted in Figure 2.4. This could be due to mois­
ture gains from occupants, cooking, moisture transfer through the 
building envelope, etc. 

The flow rates of water vapour and dry air can be related to the 
stream’s humidity ratio (ω in kgv/kga), for example: 

ṁv,inf
ωinf = (2.5)

ṁa,inf 

Introducing Equation 2.5 to Equation 2.4 explicitly couples the 
dry-air and water-vapour mass balances: 

(ω · ṁa )inf + (ω · ṁa)t−in + (ω · ṁa)SA + ṁv,source 

(2.6)dmv= (ω · ṁa)out + 
dt 

2.6 ZONE ENERGY BALANCE 

An energy balance in the form of the first law of thermodynamics is 
also formed for the zone’s control volume. As described in Section 
2.2, a zone may contain furniture, partition walls, and other solid 
objects. However, most BPS tools treat the zone control volume as 
containing only air and provide optional facilities for considering the 
thermal impact of these solid objects. 

The zone energy balance must consider all of the mass trans­
fers considered in the previous sections, because each of these car­
ries energy into or out of the control volume. This energy balance 
must also consider all of the heat transfer processes that transfer 
energy between the zone and its surroundings. Only a subset of 
those shown in Figure 2.1 fall into this category. For example, the 
solar radiation that is transmitted through the window and absorbed 
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on the internal surface of the floor does not directly cause a trans­
fer of energy between the zone and its surroundings because the 
zone is considered to contain only air and it does not absorb the ra­
diation. Rather, the solar radiation will be absorbed on the internal 
surface of the floor, which is outside of the zone’s control volume. 
Likewise the zone does not participate in the radiation exchange 
between the internal surface of the floor and the internal surface of 
the right wall. 

Only two of the types of heat transfer processes shown in Figure 
2.1 actually transfer energy between the zone and its surroundings. 
These are illustrated in Figure 2.5 along with the mass transfers that 
cause an energy transfer between the zone and its surroundings. 

ṁa,RA 

+ṁv,RA 

+ṁv,t out 

ṁa,inf 

+ ṁv,inf 

ṁa,exf 

+ ṁv,exf 

ṁv,source 

ṁa,SA 

+ ṁv,SA 

ṁa,t−in 

+ ṁv,t−in 

ṁa,t−out 

qconv,i→z 

qconv,source→z 

−

Figure 2.5: Energy balance on zone control volume (indicated by 
) 
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The general form of the first law of thermodynamics for the 
zone’s control volume can be written as:     

d V2 

m u + + gH = qin − Woutdt 2  z    (2.7)V2 V2 

+ ṁin · h + + gH − ṁout · h + + gH
2 in 2

in out out

The term on the left represents the transient storage of energy 
(internal, kinetic
dicated 

a, and potential) within the zone control volume (in­ 
by z). qin is the summation of all of the heat transferred  

from the surroundings into the control volume, while Wout is the 
summation of the energy transfers by work from the control volume 
to the surroundings. The last two terms on the right side 

a
represent 

the energy transferred into and out of the control volume with the 
mass flows (dry air and water vapour) crossing the system bound­
ary. 

By recognizing that the system is stationary, that kinetic and 
potential energy effects at the air inlets and exists are negligible, 
and that the system does no work on the surroundings, Equation 
2.7 can be simplified to: 

d 
[mu] = q + ṁ  h  ṁ  h (2.8)

dt z 

 
in 

 
in · in −

 
out · out 

in out a 
The ṁ · h terms must consider all of the mass flows crossing 

the system boundary that were treated in Sections 2.4 and 2.5. In 
the case of the moist air streams, the enthalpy considers that of the 
dry-air and the water-vapour components: 

ṁin · hin = ṁa,in ·  ha,in + ṁv,in · hv,in

ṁ
= ṁ · h + v,in 

a,in a,in ṁ
· hv,in

a,in (2.9)
= ṁa,in ·

 
ha,in + ω

 
in · hv,in

= ṁa,in · hin 
 

 
where ωin is the humidity ratio (kgv/kga) and hin 

 is the enthalpy 
(J/kga) of the moist air entering the control volume. 
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Expanding qin to the heat transfer processes illustrated in Fig­

ure 2.5 and considering all the mass transfer processes indicated 
in that figure, and substituting Equation 2.9 into Equation 2.8 leads 
to: 

d 
[mu] = qconv,i z + 

dt z  → source→z

+ 

 
qconv,

ṁa,inf · hinf 
 + 

 
 

ṁa,t in · ht
 

in + ṁa
 (2.10) − − ,SA · hSA 

+ ṁv,source · hv,source − ṁa,out · hout 
 

qconv,i to →z is the convection heat transfer (W) from surface i 
the zone (represented by the z subscript). This term is summed 
because there is such a heat exchange between the zone and each 
surface that bounds it (walls, floor, ceiling, windows). qconv,source→z 

represents the convective portion of a heat source (W). This term is 
summed as there may be multiple sources of heat within the zone, 
such as lights, computers, appliances, and occupants. 

The thermodynamic states in Equation 2.10 are expressed in 
terms of internal energy and enthalpy. With the aid of some as­
sumptions, this energy balance can be recast to represent the 
states by temperature. Firstly, the transient term can be reformu­
lated by treating the room air as incompressible with negligible pres­
sure fluctuations: 

d dT
[mu]z  m

dt 
≈
 z

acP 
 

z · (2.11)
dt 

where Tz is the zone air temperature and 

 
cP 

 is the specific heat of 
moist air (J/kga). 

By further approximating cP 
 to be constant over the range of 

temperatures under consideration and by introducing Equation 2.3, 
the enthalpy terms can be expressed as: 

    
ṁa,t · h−in t

  c−in − hout ≈ ṁa · P 
 · (Tt−in  Tout ) (2.12)t−in −

Due to its small relative size, it is common for BPS tools to neg­
lect the ṁv,source · hv,source terms in the zone energy balance. Since 
the zone is treated as being at uniform conditions, the temperature 
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of the air exiting the zone (Tout 

ure (Tz). This and the incorporation of Equations 2.11 and 2.12 into 
Equation 2.10 leads to the final form of the zone energy balance:  

macP 
  dT· z = 

 
q

dt conv,i ,z 

+  

 
source z � →z + qconv

a ·
� →

ṁ  cP · (T oa − Tz)� inf (2.13) 
+ ṁa · cP 

 · (T )−in 

+ 
� tt −in − Tz

ṁa · cP 
 

�
· (TSA − Tz)

SA 

Toa is the temperature of the 

�
outdoor air, the temperature at 

which infiltrating air enters the zone. 
With most BPS tools 

contained 

 
macP 

 will represent the energy storage z 
of the air within the zone
z

 
. Recall that depending upon the 

oning strategy chosen by the user, the zone may also comprise 
furniture, partition walls, and other solid objects. Most tools provide 
facilities to allow the user to augment macP 

 to account for energy z 
storage by these solids, but the responsibility 

 
for this is normally left 

with the user. 

 

2.7 ENERGY BALANCE AT INTERNAL SURFACES 

Consider the internal surfaces illustrated in Figure 2.1. Each of 
these surfaces will experience convection heat transfer with the 
zone, will exchange radiation in the longwave portion of the infrared 
spectrum with all of the other internal surfaces it views, and may 
potentially receive radiation emitted from heat sources or HVAC 
components. Depending upon the sun position and the surface ori­
entation, solar radiation may be transmitted through windows and 
be absorbed at the surface. Additionally, there will be heat transfer 
from the internal surface to the envelope assembly’s mass. 

All of these heat transfer processes are illustrated schematically 
for a single internal surface in Figure 2.6, where an infinitesimally 
thin control volume is drawn around the surface. A first law energy 
balance in the form of Equation 2.7 can be formed for this control 
volume. Since the control volume cannot store energy (being infin­
itesimally thin, it is massless), this results in a balance of the heat 

) is equal to the zone air temperat­
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Figure 2.6: Energy balance at internal surface i (control volume in­
dicated by ) 

transfers shown in Figure 2.6: 

qsolar→i + qlw,s→i + qlw,source→i + qlw,HVAC→i 

s (2.14) 
= qconv,i→z + qcond,i→m 

The i subscript represents the internal surface under considera­
tion. qsolar→i is the rate at which incident solar radiation is absorbed 
by the surface (W). 

qlw,s→i is the net exchange of radiation in the longwave portion 
of the infrared spectrum from surface s to surface i (W). This term 
appears in a summation because surface i will exchange radiation 
with all others surfaces in the zone that it can view. 

qcond,i→m is the heat transfer from surface i into the mass (m) 
of the materials comprising the envelope assembly (W). The other 
terms appearing in Equation 2.14 are self-explanatory. 
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2.8 SOLVING THE ENERGY AND MASS BALANCES 

For each timestep of a simulation, mass balances for dry-air in the 
form of Equation 2.3 and for water vapour in the form of Equation 
2.6 are established for each zone defined by the user. An energy 
balance is also formed for each zone using Equation 2.13. Each 
zone will be bounded by multiple internal surfaces, the number of 
which will depend upon how the user has chosen to represent the 
building’s geometry. Equation 2.14 is applied to form an energy bal­
ance at each of these internal surfaces. 

Consider the 10-zone representation of the office floor plan dis­
cussed earlier (Figures 2.2 and 2.3). Let’s say the user has defined 
9 internal surfaces for each zone. This will lead to—at each timestep 
of the simulation—10 dry-air mass balances, 10 water-vapour mass 
balances, 10 zone energy balances, and 90 internal-surface energy 
balances. 

These 120 equations cannot be independently solved because 
they are highly coupled. For example, the mass flow rate of dry 
air supplied by the HVAC system to office A ( ṁa,SA ) appears in of­
fice A’s dry-air and water-vapour mass balances and in office A’s 
zone energy balance: the solution of one of these equations affects 
the other. And thermal conditions in the reception can influence 
the functioning of the HVAC system and therefore the magnitude 
of ṁa,SA flowing to office A. 

The energy balances of the surfaces bounding the meeting 
room zone are coupled through radiation exchange (qlw,s→i). The 
zone energy balance of office F is coupled to energy balances of 
office F’s bounding internal surfaces through convection heat trans­
fer (qconv,i→z). And the humidity ratio of the corridor appearing in that 
zone’s water-vapour mass balance influences the cP,t−in of office G’s 
zone energy balance if air flows from the corridor to office G. The 
couplings between these 120 equations are myriad. 

The situation described above is only a partial account of the 
complexity: Parts III, IV, and V of this book will introduce addi­
tional equations that will have to be solved concurrently to these 
120. Most BPS tools use one of four techniques to solve this highly 
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coupled (and non-linear) set of equations on a timestep basis to 
predict the transient thermal performance of the building. 

In one approach, the previous timestep’s solution is used to ini­
tialize an iterative solution for the current timestep. Some terms of 
the balance equations are linearized (the details of which will be 
presented in upcoming chapters) and approximated using values 
from the previous solver iteration. Each of the balance equations is 
solved independently in turn, producing updated values for each 
state point which are used in the next solver iteration. The pro­
cess is repeated until convergence is attained, and then the solver 
marches forward in time to repeat the entire process for the next 
simulation timestep. 

The second approach avoids iteration within the timestep by 
directly solving the system of balance equations. This can only 
be achieved by linearizing the set of equations. The coefficients 
for some of the terms are evaluated using temperature solutions 
from the previous timestep. Furthermore, some of the couplings are 
managed by using state points from the previous timestep. So, for 
example, if air is flowing from the corridor to office B, the Tt−in term 
in office B’s zone energy balance would be taken as the corridor’s 
zone air temperature from the previous timestep. As a result, BPS 
tools employing this solution approach may be more sensitive to the 
user’s choice of simulation timestep. 

The third approach is used only by BPS tools based on the 
equation-based acausal modelling languages mentioned in the pre­
vious chapter (Section 1.5). Rather than applying one of the pre­
defined solution approaches described above, these use symbolic 
computation (also called computer algebra) to determine appropri­
ate methods to solve the set of governing differential and algebraic 
equations that define the situation at hand. With this, it is not ne­
cessary to linearize the equations or to march through time with a 
fixed simulation timestep. However, this is often done in practice for 
the sake of solution stability and computational efficiency (Jorissen 
et al., 2018). 

The fourth technique takes a very different mathematical ap­
proach to solving the coupled set of equations. Known as the 
response factor (or weighting factor) approach, this method was 
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devised to minimize computational burden, which was a key con­
sideration when it was introduced. This method is the subject of the 
chapter’s required reading. 

2.9 REQUIRED READING 

Reading 2–A 

This chapter has described how zone energy and mass balances 
and energy balances at internal surfaces are formed and solved on 
a timestep basis in modern BPS tools. 

In the early days of BPS such complexity was not possible 
due to computational limitations. In 1967, Stephenson and Mitalas 
(1967) introduced the response factor method for subdividing the 
problem domain to minimize the computational burden. Most of the 
earlier generations of BPS tools—some of which are still in use— 
were based upon these methods. 

Read this article in its entirety and find the answers to the fol­
lowing questions: 

1. Why did the authors argue that the response factor method 
was preferred to finite difference methods for modelling tran­
sient heat conduction in building components? 

2. What is the principle of superposition? What assumptions 
must be made to apply this principle? 

3. Give an example of an excitation function. Explain how it 
could be represented by a set of overlapping triangular 
pulses. 

4. What is a room response function? What are some of the 
parameters that determine a response function? 

5. Explain why this method is computationally efficient. 
6. Think of a situation where the assumptions imposed by this 

method may introduce inaccuracies. 

2.10 SOURCES FOR FURTHER LEARNING 

• Most modern BPS tools form and solve mass and energy bal­
ances using techniques like those described in this chapter. 
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Sowell and Hittle (1995) provide an historical perspective on 
the contrast between these so-called heat balance methods 
and the response factor (also called weighting factor) meth­
ods introduced by Stephenson and Mitalas (1967). 

2.11 SIMULATION EXERCISES 

These exercises build upon the Base Case that was created in 
Chapter 1. You do not need to modify any inputs for the first three 
exercises, although you may want to make some refinements and 
corrections following the previous chapter’s exercises. After per­
forming a simulation, you will extract temperature and heat transfer 
predictions for a single day period—March 6, a cool and sunny day. 
You will then examine the results of the zone energy balance and of 
a surface energy balance to reinforce the theory presented in this 
chapter. 

In the last two exercises you will make some geometrical modi­
fications to your Base Case to explore the impact of geometrical 
abstraction and zoning. 

Exercise 2–A 

Create a temperature-versus-time graph for March 6. Plot the zone 
air temperature on this graph. Superimpose on this graph the tem­
perature of the internal surfaces of the north wall and of the floor. 

Based upon this graph, how do you expect the magnitude and 
direction of the convection heat transfer between the zone air and 
the north wall to vary over the day? Do the predicted internal-
surface temperatures of the north wall and floor agree with your 
expectations? 

Exercise 2–B 

Create a heat transfer-versus-time graph for March 6. Plot the fol­
lowing rates of energy transfer (W) to the zone air (refer to Section 
2.6): a 

• Convection heat transfer from all internal surfaces, qconv,i→z a 
• Convection heat transfer from sources of heat, qconv,source→z 
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•	 Energy tra� ansf
 � er due to air infiltration to the zone, 

ṁa · cP · (Tinf inf − Tz) 
•	 Energy tr�  �ansfer from the HVAC system,
 

ṁa · cP · (TSA − Tz)

SA 

Observe how the magnitude of the energy transfer due to infilt­
ration varies over the day. Explain the cause of this variation. 

Examine your graph and the zone energy balance of Equa­
tion 2.13. Although the methods used to calculate convection heat 
transfer from internal surfaces have not yet been explained (this is 
the subject of Chapter 4), predict qualitatively how the energy trans­
fer from the HVAC system would be affected if the internal surface 
convection was increased by 10 %. 

Integrate over the day each of the four energy transfer rates lis­
ted above and compare their magnitudes (MJ) and directions. Does 
the sum of these energy transfers equal zero? Provide an explana­
tion by referring to Equation 2.13. 

Exercise 2–C 

Create another heat transfer-versus-time graph for March 6. Plot 
the following rates of heat transfer (W) at the internal surface of the 
north wall (refer to Section 2.7) : 

•	 Absorbed solar radiation, qsolar→i 

•	 Net exchange of radiation in the longwave portion of the in- 
frared spectrum from all other surfaces, s qlw,s→i 

•	 Convection to the zone air, qconv,i→z 

•	 Heat transfer from the surface into the mass 

a
of the north wall 

construction, qcond,i→m 

Examine the direction and magnitude of the heat transfer rates. 
How does the convection heat transfer rate compare with the ex­
planation you provided in Exercise 2–A? 

Although the methods used to calculate the solar radiation ab­
sorbed by surfaces have not yet been explained (this will be treated 
in Chapter 3), based upon your graph and an examination of the en­
ergy balance presented in Section 2.7, predict how a 10 % increase 



�
�

“Book” — 2020/7/22 — 9:24 — page 53 — #91 �
�

�
�

�
�

North 

6.8 m 0.35 m 

1.75 mwindow 

0.6 m 

3.0 m 4 m 4 m 

Simulation exercises • 53 

in the absorbed solar radiation would impact the other terms in the 
energy balance. 

Exercise 2–D 

To explore the impact of geometrical abstraction upon simulation 
predictions, modify the building’s geometry by shortening the length 
of the building by ∼10 % and by extending the depth by ∼11 % 
using the dimensions given in Figure 2.7. This results in no change 
to the window area, minimal changes to the volume, roof area, and 
floor area (∼0.5 %), and a small change (∼3 %) to the opaque wall 
area. 

Figure 2.7: Geometry for Exercise 2–D 

Perform an annual simulation. What impact does this have on 
the annual space heating load? And upon the annual space cool­
ing load? Comment on the significance of preserving geometrical 
details for such an analysis. 

Exercise 2–E 

Return to the Base Case geometry of Chapter 1. 
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Recall that internal partition walls were ignored and that the 
building was represented with a single thermal zone. Now modify 
your geometrical input to represent the building with two thermal 
zones. One zone will represent a 2 m wide hallway running along 
the north wall of the building while the second zone will repres­
ent the volume adjacent to the south-facing window. Represent the 
partition wall dividing the zones as a 25 mm thick layer of gypsum 
using the properties given in Table 1.3. This partition wall is shown 
in Figure 2.8. 

Impose all internal gains to the south-facing zone containing the 
window. Each zone is conditioned by an idealized HVAC system 
with sufficient heating and cooling capacity to maintain its indoor 
air between 20 ◦C and 25 ◦C at all times. The heat injection and 
extraction from this idealized HVAC system is 100 % convective and 
100 % sensible. There is no airflow between the zones. 

Figure 2.8: Geometry for Exercise 2–E (partition wall between 
zones indicated by ) 

Perform an annual simulation. Create a temperature-versus­
time graph for March 6 and plot the air temperature predicted for 
each zone on this graph. Is there a temperature difference between 
the two zones? Why? 
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Compare this to the graph you created in Exercise 2–A. Com­
ment on the impact that zoning decisions and the inclusion of in­
ternal partition walls can have upon the prediction of indoor air tem­
peratures. 

Now contrast the annual space heating and space cooling loads 
with those predicted for the Base Case (the one-zone representa­
tion). Has subdividing the building into two thermal zones and in­
cluding the partition wall had a significant impact on these predic­
tions? What additional information was required? In what situations 
might the additional effort and risk of input errors be justified? 

2.12 CLOSING REMARKS 

This chapter introduced the concept of the thermal zone and dis­
cussed how the user’s decisions on zoning and geometrical ab­
straction have an important impact upon the balance equations that 
are formed and solved by the BPS tool. It then described how en­
ergy and mass balances are formed from a first principles perspect­
ive. It was seen that dry-air and moisture mass balances are formed 
for each thermal zone defined by the user. Energy balances are 
also formed for each thermal zone, and for each internal building 
surface bounding each thermal zone. The general approaches in 
use for solving the resulting highly coupled and non-linear set of 
equations on a timestep basis were described. 

These balance equations contain many terms, each of which 
describes a significant mass or heat transfer process. Models are 
used to evaluate each of these terms at each timestep of the sim­
ulation. The remaining chapters of Part II of the book describe 
the models that are used to evaluate the terms for processes oc­
curring within the interior of the building. Chapter 3 explains how 
the solar radiation absorbed at internal surfaces (qsolar→i) is calcu­
lated. Chapter 4 shows how the qconv,i→z term representing convec­
tion heat transfer between internal surfaces and the zone is eval­
uated, while the radiation exchange between internal surfaces in 
the longwave portion of the infrared spectrum (qlw,s→i) is dealt with 
in Chapter 5. Chapter 6 discusses how internal sources of heat 
and moisture are treated: qconv,source→z, qlw,source→i, ṁv,source. Finally, 



�
�

“Book” — 2020/7/22 — 9:24 — page 56 — #94 �
�

�
�

�
�

56 • Energy and mass transfers within buildings 

Chapter 7 treats the ṁa,t−in term representing transfer airflow from 
other zones. 
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C H A P T E R 3 

Solar energy absorption 
by internal surfaces 

T his chapter describes the methods used for calculating the ab­
sorption of solar radiation by internal building surfaces. This 

includes methods used to predict which internal surfaces are ir­
radiated by solar radiation that is transmitted through transparent 
envelope assemblies. 

Chapter learning objectives 

1. Understand how solar energy absorption is represented in in­
ternal surface energy balances. 

2. Realize the complications and necessary approximations in­
volved in estimating the distribution of solar irradiance to in­
ternal surfaces. 

3. Become aware of tool default methods and their inherent as­
sumptions and limitations. 

4. Learn which optional methods are available for more detailed 
calculations and what additional data must be provided. 

5. Develop an appreciation for the impact of prescribed solar ab­
sorptivity values on simulation predictions. 

57 
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3.1 SOLAR PROCESSES RELEVANT TO BUILDINGS 

BPS tools must consider many aspects of solar radiation that influ­
ence building performance (refer back to Section 1.1). Solar radi­
ation is incident upon the external surfaces of the building envelope 
(walls, windows, roofs) whenever the sun appears above the hori­
zon. The direction and magnitude of this radiation depends on many 
factors: scattering by earth’s atmosphere, the geometrical relation­
ship between the building and the sun, shading by surrounding ob­
jects, reflection off the ground, etc. The methods used to represent 
these phenomena to predict the solar irradiance upon external sur­
faces will be treated in Chapter 9. 

A transparent envelope assembly (window, skylight) will trans­
mit a portion of the solar radiation incident upon its external sur­
face. The transmitted fraction will depend upon the radiative prop­
erties of its glazing layers, incident angle(s), and the presence of 
shades. These subjects will be treated in Chapter 14. Once trans­
mitted through windows, solar radiation will be reflected and ab­
sorbed at internal building surfaces, and a fraction may even be 
transmitted to another zone or retransmitted back out of the build­
ing through windows. This is the topic of the current chapter. We 
start with a review of some basic solar radiation concepts. 

3.2 SOLAR RADIATION BASICS 

The sun emits electromagnetic radiation over a wide range of 
wavelengths (λ). The solar spectrum just outside earth’s atmo­
sphere (extraterrestrial) is illustrated in Figure 3.1, which plots spec­
tral irradiance as a function of wavelength. Almost half the extra­
terrestrial solar radiation lies within the spectrum that is visible to 
humans (0.38 µm � λ � 0.74 µm), while a considerable amount 
is at longer (infrared) and to a lesser extent, shorter (ultraviolet) 
wavelengths. 

Each wavelength of radiation reacts differently as it passes 
through earth’s atmosphere. Ozone, oxygen, and nitrogen mo­
lecules preferentially absorb the shorter ultraviolet wavelengths, 
while water vapour and carbon dioxide tend to absorb in the in­
frared spectrum. Reflection and scattering by nitrogen and oxygen 



�
�

“Book” — 2020/7/22 — 9:24 — page 59 — #97 �
�

�
�

�
�

Solar radiation basics • 59 

UV Visible Infrared 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6
0 

500 

1 000 

1 500 

2 000 

Wavelength (µm) 

S
pe

ct
ra

l i
rr

ad
ia

nc
e 

(W
/m

 2 
/µ

m
) 

Extraterrestrial 
Sea level 

Figure 3.1: Solar spectral irradiance at the top of earth’s atmo­
sphere and at sea level [data from ASTM (2014) and ASTM (2012)] 

molecules, and by particulates and clouds is also wavelength de­
pendent, although more concentrated in the visible spectrum. As a 
consequence of these absorptions, reflections, and scatterings, the 
solar irradiance available on the earth’s surface (where buildings 
are located) is a complex function that depends upon location and 
prevailing meteorological conditions. Figure 3.1 also plots a typicali 

solar spectrum at sea level, but of course, the actual spectrum that 
irradiates a building surface will vary from location to location, and 
from day to day. 

Materials that make up building surfaces (brick, painted gypsum, 
ceramic tiles, etc.) react differently to different wavelengths of ra­
diation. Directional effects (angle of incidence) can also have an 

iThe data are taken from ASTM (2012) which provides a standard terrestrial 
solar spectral irradiance for conditions that are typical of the continental USA. 
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impact. As such, a surface may absorb radiation in a certain spec­
trum that is incident from a particular direction, but reflect at other 
wavelengths and directions. 

The spectral directional absorptivity of a surface is defined as 
the fraction of the spectral intensity of a certain direction that is 
absorbed by the surface: 

Iλ,abs(λ, χ, ψ)
αλ,χ,ψ = (3.1)

Iλ,inc(λ, χ, ψ) 

where Iλ,inc (λ, χ, ψ) is the spectral intensity (W/m2 sr µm), that is 
the rate of incident radiation at wavelength λ in the (χ, ψ) direction 
(spherical coordinates), per unit surface area, per unit solid angle, 
and per unit wavelength interval dλ about λ. Iλ,abs(λ, χ, ψ) is the 
absorbed quantity and αλ,χ,ψ is the spectral directional absorptivity 
of the surface at wavelength λ in the (χ, ψ) direction. 

However, this level of complexity is typically ignored in BPS. 
Rather, materials are characterized with hemispherical radiative 
properties. With this, the spectral intensity terms of Equation 3.1 
are integrated over a hypothetical hemisphere covering the surface 
in order to consider radiation from all directions: 

Gλ,abs(λ)
αλ = (3.2)

Gλ(λ) 

Gλ(λ), the spectral irradiance (W/m2 µm), is the rate at which ra­
diation of wavelength λ is incident upon the surface, per unit surface 
area, and per unit wavelength interval dλ about λ. It is the result of 
integrating Iλ,inc (λ, χ, ψ) over the hemisphere. Gλ,abs is the absorbed 
quantity, and αλ is the spectral hemispherical absorptivity. 

Although the absorptivity of a surface is a function of wavelength 
(as implied by Equation 3.2), BPS tools operate with total quantit­
ies to simplify the analysis. This is accomplished by integrating the 
spectral irradiance terms over all wavelengths of the solar spectrum 
(0.3 µm λ 2.4 µm):  

Gλ,abs(λ)dλ αsolar = λ 

Gλ(λ)dλ
λ (3.3)

Gsolar ,abs = 
Gsolar 
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where αsolar is the total hemispherical absorptivity of the surface in 
the solar spectrum. 

αsolar is considered a total quantity because it has been integ­
rated over all wavelengths of the solar spectrum, and hemispherical 
because the integration is carried out over all angles of incidence. 
Gsolar is the solar irradiance (W/m2) on the surface coming from 
all directions and at all wavelengths of the solar spectrum, while 
Gsolar ,abs is the quantity of this irradiance that is absorbed by the 
surface. 

Figure 3.2: Absorption, transmission, and reflection of incident irra­
diance 

The solar irradiance incident upon a surface will be absorbed, 
transmitted, or reflected (see Figure 3.2): 

Gsolar = Gsolar ,abs + Gsolar ,trans + Gsolar ,refl (3.4) 

As with absorptivity, the total solar hemispherical transmissiv­
ity (τsolar ) and the total solar hemispherical reflectivity (ρsolar ) are 
defined to represent the fractions of the solar irradiance that are 
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transmitted and reflected: 

G
τsolar = solar ,trans (3.5) 

Gsolar 

G
ρsolar = solar ,refl (3.6) 

Gsolar 

Substitution of Equations 3.3, 3.5, and 3.6 into Equation 3.4 
leads to: 

αsolar + τsolar + ρsolar = 1 (3.7) 

Most building materials other than glass are opaque to solar 
radiation (τsolar = 0). In this case the reflectivity of a surface can be 
determined from its absorptivity: 

ρsolar = 1 − αsolar (3.8) 

3.3 MODELLING APPROACH 

The internal-surface energy balance expressed by Equation 2.14 
includes the term qsolar→i. This is the rate of absorption of solar 
radiation by the surface under consideration (W). It is calculated 
from the absorbed solar irradiance appearing in the numerator of 
Equation 3.3: 

qsolar→i = Ai · Gsolar ,abs (3.9) →i 

Ai is the area (m2) of internal surface i and can be determined 
from the geometrical input provided by the user. The →i suffix has 
been added to make clear that the irradiance term pertains to the 
surface under consideration. 

Recall that an energy balance is established and solved for each 
internal surface of each zone. As such, for each timestep of the 
simulation, unique values of qsolar i must be determined for each →
internal surface of the building. 

Substituting Equation 3.3 into Equation 3.9 leads to an expres­
sion for the desired rate of heat transfer to surface i at a given 
timestep in terms of solar absorptivity and incident irradiance: 

qsolar→i = αsolar ,i · Ai · Gsolar→i (3.10) 
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Gsolar→i is the solar irradiance (W/m2) incident upon the sur­
face. A portion of this irradiance will be beam (sometimes called 
direct) and a portion will be diffuse (see Figure 3.3). Beam radiation 
has travelled from the sun without being scattered by earth’s atmo­
sphere or by reflecting (e.g. ground) and transmitting (e.g. glazing) 
surfaces. As such, beam irradiance has a single direction and will 
strike surfaces preferentially depending upon this direction and the 
room’s geometry. In contrast, diffuse irradiance has been scattered 
by earth’s atmosphere or by reflecting or transmitting surfaces, and 
therefore has many directions. 

Figure 3.3: Beam and diffuse irradiance of an internal surface 

Because the surface is characterized with a total hemispherical 
absorptivity, the solar irradiance term required by Equation 3.10 is 
simply a sum of the beam and diffuse components: 

Gsolar→i = Gsolar beam→i + Gsolar diff→i (3.11) 

Substituting Equation 3.11 into Equation 3.10 yields: 

qsolar→i = αsolar ,i · Ai · (Gsolar beam→i + Gsolar diff→i) (3.12) 
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This equation implicitly assumes that both the beam and diffuse 
irradiance is uniform over the surface. This may not be strictly cor­
rect. For example, at high solar elevations (when the sun is high 
in the sky) the bottom portion of a wall may receive beam irradi­
ance, but not the top, depending upon the geometrical relationships 
between the surface, the window, and the sun. However, this as­
sumption is necessary given that the energy balance of Equation 
2.14 is formed for the internal surface in its entiretyii. 

The Ai and αsolar ,i values required by Equation 3.12 are time-
invariant. Ai is determined from the geometrical input provided by 
the user and αsolar ,i values for each surface are supplied by the user. 
In some tools users may not be aware that they are prescribing 
the αsolar ,i values because if they select construction materials (e.g. 
tile, painted gypsum board) from the tool’s default databases they 
may be accepting the αsolar ,i values chosen by the tool developers. 
You will explore the impact of αsolar ,i during this chapter’s simulation 
exercises. 

The remaining variables that need to be established in order 
to calculate the required qsolar→i heat transfer rates using Equa­
tion 3.12 are, therefore, Gsolar beam→i and Gsolar diff→i. Figure 3.4 il­
lustrates the solar processes leading to the irradiance of a wall’s 
internal surface. As discussed in Section 3.1, Chapter 9 will treat 
the methods used to determine the solar irradiance to exterior sur­
faces: Gsolar beam→e and Gsolar diff→e. And Chapter 14 will explain 
how the irradiance transmitted by windows (Gsolar beam,window and 
Gsolar diff ,window ) is calculated from Gsolar beam→e and Gsolar diff→e. For 
now we assume these are known quantities. 

The next two sections describe the methods that are em­
ployed by BPS tools for calculating Gsolar beam→i and Gsolar diff→i from 
Gsolar beam,window and Gsolar diff ,window . 

3.4 DISTRIBUTION OF SOLAR BEAM IRRADIANCE 

The distribution of the beam irradiance transmitted through a win­
dow to a zone’s internal surfaces will depend upon sun position, 

iiThe potential limitations of this assumption can be overcome if the user sub­
divides the wall into numerous segments, a practice allowed by many BPS tools. 
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Gsolar diff→e Gsolar diff ,window 

Gsolar diff→i 

Gsolar beam→e 

Gsolar beam,window 

Gsolar beam→i 

Figure 3.4: Solar processes leading to irradiance of a wall’s internal 
surface 

window location, and room geometry. Figure 3.5 illustrates a situ­
ation where a portion of Gsolar beam,window is incident upon a wall and 
a portion upon the floor. 

The fraction of the transmitted beam radiation that is incident 
upon surface i can be represented by a scalar that is sometimes 
called an insolation factor : 

Ai · Gsolar beam→i
ζi = (3.13)

Awindow · Gsolar beam,window 

From a first law energy balance it can be seen that the transmit­
ted beam radiation incident over all surfaces must equal the energy 
transmitted through the window: 

Awindow · Gsolar beam,window = Ai · Gsolar beam→i (3.14) 
i 

Combining Equations 3.13 and 3.14 shows that a zone’s insola­
tion factors must sum to unity: 

ζi = 1 (3.15) 
i 
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Gsolar beam,window 

Figure 3.5: Distribution of solar beam irradiance to internal surfaces 

Therefore, once ζi is established the value of Gsolar beam→i re­
quired by Equation 3.12 can be determined from Equation 3.13 from 
the geometry and Gsolar beam,window . 

In reality, each internal surface of a zone will have a unique ζi 

and these will vary with each timestep of the simulation, depending 
upon sun position, window location, and room geometry. Various 
methods are employed by BPS tools to determine these values. 

The most rigorous approach is to consider the geometrical re­
lationships between the sun and each window, and between each 
window and each internal surface. As the sun (apparently) moves 
through the sky during the simulation, calculations can be per­
formed to determine the ζi of each surface. 

These calculations can be performed with direct geometrical 
methods that employ analytical solutions, or beam projection meth­
ods that involve discretizing windows and internal surfaces into 
small areas to determine the distribution of a sun patch. Either 
approach could accurately depict the situation illustrated in Figure 
3.5. You will learn more about these detailed calculation methods 
through this chapter’s required reading. 

However, users should be aware that rigorous methods such as 
these are rarely employed by default by BPS tools. This is some­
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thing of an anachronism because in the past the computational re­
sources required for such calculations were considered to be too 
expensive for routine application. Invoking these optional methods 
usually requires the user to make a conscientious choice and to 
provide some additional (typically minimal) information. 

Users should also be aware of the limitations of these methods. 
For example, direct geometrical methods can only work for partic­
ular zone geometries. The algorithms may not work, for example, 
for a zone that has an L-shaped or T-shaped floor plan. And for 
the sake of computational efficiency, the calculations are not usu­
ally performed for every timestep of the simulation. One common 
approach is to perform the calculations only for the middle day of 
the month and to assume that the sun path changes minimally over 
the month. 

The default treatments employed by BPS tools are far less rig­
orous than the detailed methods described above. One common 
method is to assume uniform beam irradiance to all internal sur­
faces. This is equivalent to assuming that the beam irradiance is 
distributed to all internal surfaces based on area weighting: 

Ai
ζi = a (3.16) 

k Ak 

where the summation occurs over all the internal surfaces (denoted 
by k ) of the zone. 

With this approach, the energy balance for the ceiling of Figure 
3.5 would receive the same quantity of qsolar beam→i as that for the 
floor (if they have the same αsolar ). Also, the wall containing the 
window would receive some of the beam irradiance transmitted by 
the window, something that would not occur in reality. 

Another commonly used method is to assume that all of the 
beam radiation is incident upon the floor. In this case ζi = 1 for the 
floor and ζi = 0 for all other surfaces. With this approach the beam 
irradiance to the wall in Figure 3.5 would not be considered in that 
surface’s energy balance, but would instead be added to the energy 
balance for the floor. 

Clearly, the artefacts of these simplified modelling approaches 
will distort the internal surface energy balances. During this 
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chapter’s simulation exercises you will explore which method your 
chosen BPS tool uses by default and which optional methods it sup­
ports. 

3.5	 DISTRIBUTION OF DIFFUSE AND REFLECTED 
SOLAR IRRADIANCE 

In reality, the diffuse irradiance transmitted through a window may 
have different intensities in different directions. However, a com­
mon approximation made by BPS tools is to treat this irradiance as 
equally intense in all directions. This is known as hemispherically 
diffuse radiation. With this assumption, Gsolar diff ,window is distributed 
to a zone’s internal surfaces based on area weighting: 

AiZi =	 a (3.17) 
k Ak 

Where Zi is the insolation factor for diffuse irradiance and is ana­
logous to the insolation factor for beam irradiance: 

Ai · Gsolar diff→iZi =	 (3.18)
Awindow · Gsolar diff ,window 

A variant on this approach which is also commonly employed 
limits the summation in the denominator of Equation 3.17 to non-
coplanar surfaces. With this, the wall containing the window in Fig­
ure 3.5 would not receive diffuse irradiance transmitted through the 
window. 

A portion of both the beam and diffuse irradiance incident upon 
opaque surfaces will be reflected according to Equation 3.8. Most 
commonly these reflections are treated as diffuse and are distrib­
uted to other surfaces using the Zi values as discussed above. 

3.6	 REQUIRED READING 

Reading 3–A 

Chan and Tzempelikos (2013) explain that most BPS tools make 
simplifications in calculating the distribution of solar irradiance to 
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internal surfaces. This reduces the computational burden of simu­
lations and minimizes the geometrical details required from users. 
They describe the various methods in use for treating beam and 
diffuse components and summarize which methods are available in 
some common BPS tools. They also investigate the accuracy of the 
various methods by comparing against a detailed calculation model 
that has been empirically validated. 

Read this article in its entirety and find answers to the following: 

1. Do the simplified solar-beam distribution models lead	 to 
greater errors when the windows are large or small? Explain 
why. 

2. Do the simplified solar-beam distribution models lead	 to 
greater or smaller errors when the floor and ceiling have more 
mass? Explain why. 

3. Explain why Case 3 (ζi = 1 for the floor) results in a larger 
error in predicting heating than in predicting cooling. 

4. Are simulation predictions more sensitive to the modelling of 
Gsolar beam→i or Gsolar diff→i ? 

5. What magnitude of errors should the user expect when us­
ing a BPS tool that employs simplified models to predict the 
distribution of solar irradiance to internal surfaces? 

3.7 SOURCES FOR FURTHER LEARNING 

•	 Chatziangelidis and Bouris (2009) discuss the importance of 
accurately calculating the distribution of solar energy enter­
ing buildings. The introduction to this paper describes ap­
proaches of varying complexity, accuracy, and computational 
requirements. 

•	 Hiller et al. (2000) describe the TRNSHD program (part of 
TRNSYS) for external shading and insolation calculations. It 
includes an empirical validation of the program’s determina­
tion of the internal solar distribution of beam radiation using 
measurements taken in a rectangular room configured with 
two different windows. 
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•	 Chapter 7 of Clarke (2001) details ESP-r’s beam projection 
method for calculating insolation patterns. 

3.8 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 3–A 

Solar absorptivity values were specified for the materials forming 
the internal surfaces of all the opaque envelope constructions in the 
Base Case. Now increase the concrete floor’s αsolar from 0.6 to 0.9 
and perform another annual simulation using the same timestep. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Are these 
results in line with your expectations? 

What are possible sources of information that can be used to 
determine αsolar values for materials? 

Exercise 3–B 

Extract the results for March 6 for both the Base Case and for the 
simulation you conducted in Exercise 3–A. Create a graph that plots 
qsolar→i for the concrete floor versus time for this day. Did increasing 
the concrete’s αsolar have the expected impact upon qsolar→i for the 
floor? (Refer to Equation 3.12.) 

Create a second graph for plotting the rate of heat input from 
the HVAC system versus time and contrast the results from the two 
simulations. Explain why this significant change in the concrete’s 
αsolar had minimal impact upon heating. 

Exercise 3–C 

Revert to the Base Case (i.e. reset the concrete’s αsolar to 0.6). 
How did you treat the distribution of solar gains to internal sur­
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faces? If you did not use the default method provided by your BPS 
tool, then configure your tool now to employ its default method. 
Review your BPS tool’s documentation to determine its default 
method. Relate this to the theory presented in Sections 3.4 and 
3.5 and Reading 3–A. 

Does your BPS tool offer optional methods for calculating insol­
ation? Describe the optional methods that are available. What addi­
tional data must the user provide? Now configure your BPS tool to 
apply its most detailed method and perform another simulation. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 

Exercise 3–D 

Extract the results for March 6 for both the Base Case and for the 
simulation you conducted in Exercise 3–C. Create a graph that plots 
qsolar→i for the concrete floor versus time for this day. 

Are these results consistent with your understanding of your 
BPS tool’s default and optional methods? Describe a situation in 
which the default method might result in significant prediction er­
rors. 

3.9 CLOSING REMARKS 

This chapter explained that BPS tools characterize materials using 
total hemispherical radiation properties in the solar spectrum, and 
that users must prescribe the solar absorptivity of all internal sur­
faces (or rely on tool default values). 

Through the required reading and the theory presented in this 
chapter, you learnt about the types of methods that are available 
for predicting the distribution of solar irradiance to internal sur­
faces. Some are detailed and some are quite simplistic. You be­
came aware of which methods are available in your chosen BPS 
tool through the simulation exercises, and realized the actions re­
quired to invoke them. 



http://taylorandfrancis.com
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Convective heat transfer 
at internal surfaces 

T his chapter describes the methods used for treating convection 
heat transfer at internal building surfaces. 

Chapter learning objectives 

1. Understand how convection heat transfer is represented in 
zone energy balances and internal surface energy balances. 

2. Appreciate the complexity and	 uncertainty in determining 
convection coefficients. 

3. Realize the sensitivity of simulation predictions to tool defaults 
and user choices. 

4. Understand the options available for treating internal surface 
convection and the level of effort and data each approach re­
quires. 

73 
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4.1 MODELLING APPROACH 

Chapter 2 showed how energy balances are formed on the zone 
(Equation 2.13) and at internal surfaces (Equation 2.14). Convec­
tion heat transfer between internal surfaces and the zone (qconv,i→z) 
appeared in both of these equations. 

Chapter 2 also explained that it is common for BPS tools to em­
ploy the well-mixed assumption, treating the thermal zone as having 
uniform conditions (e.g. temperature, humidity). This assumption al­
lows the internal surface convection to be modelled using Newton’s 
law of cooling because Tz represents the temperature of the entire 
zone: 

qconv,i→z = Ai · hconv,i · (Ti − Tz) (4.1) 

Ai is the area (m2) of internal surface i and can be determined 
from the geometrical input provided by the user. hconv,i is the con­
vection coefficient (W/m2 K), which essentially characterizes the 
convection regime. In reality, its value depends upon the local flow 
regime and will vary from surface to surface, and in time. The crux of 
modelling internal surface convection is therefore establishing ap­
propriate hconv,i values. 

4.2 CONVECTION HEAT TRANSFER BASICS 

In the heat transfer literature, the convection coefficient is typically 
represented using the dimensionless Nusselt number (Nu), which 
represents the ratio of convective to conductive heat transfer: 

hconv LNu = (4.2)
k 

where L is a length scale (m), perhaps representing the length of a 
flat plate, the diameter of a sphere, or the height of a wall. k is the 
thermal conductivity (W/m K) of the fluid involved in the convection 
heat transfer. 

Experiments have been conducted for various geometrical con­
figurations to establish empirical relationships between Nu and 
other dimensionless quantities that characterize the flow regime. 
For forced flow situations the flow regime is typically characterized 
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by the Reynolds number, which represents a ratio between mo­
mentum and viscous effects: 

ρVL
Re = (4.3) 

µ 

where ρ is the fluid’s density (kg/m3) and µ its viscosity (N s/m2). 
V is the velocity (m/s) of the fluid which is forced to flow over the 
surface. 

Any basic heat transfer textbook contains many correlations for 
forced flow situations, for example (Incropera et al., 2007): 

Nu = C · Rem · Pr1/3 (4.4) 

Pr is the Prandtl number, a dimensionless quantity representing 
the ratio of momentum to thermal diffusivity: 

cP µPr = (4.5)
k 

where cp is the specific heat of the fluid (J/kg K). 
The C and m values in Equation 4.4 are empirical constants 

that are determined by fitting measured data to the functional form. 
Values depend upon the shape of the surface and the Re number 
and are tabulated for various scenarios. However, most of these 
situations—cross flow over a hexagonal cylinder, forced flow over 
an infinitely long plate, etc.—are not representative of surfaces 
found within buildings. 

For buoyancy-driven flows—known as natural convection—the 
Rayleigh number (Ra), representing the ratio of buoyant forces to 
viscous forces, is commonly used to characterize the flow regime: 

gβvcP ρ
2 |Tz − Ti| L3 

Ra = (4.6) 
µk 

where g is gravitational acceleration (m/s2) and βv is the fluid’s volu­
metric thermal expansion coefficient (1/K). 

Heat transfer textbooks also contain a multitude of correlations 
for natural convection situations, such as (Incropera et al., 2007): 

Nu = C · Ram (4.7) 
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The C and m values in Equation 4.7 are once again empir­
ical constants that are determined by fitting measured data to the 
functional form. Although many tabulated correlations are available 
in the heat transfer literature, most—spheres, cylinders of various 
cross-sectional shapes, etc.—do not correspond well to situations 
found within buildings. 

4.3 CONVECTIVE REGIMES WITHIN BUILDINGS 

It would be an impossible task to develop and implement models for 
predicting convection coefficients for all possible flow regimes en­
countered within buildings. Even the presence and location of fur­
niture, and the movement and metabolic functioning of occupants 
alter indoor airflow patterns, and thus convection heat transfer at in­
ternal surfaces. The pragmatic approach that has been commonly 
adopted is to broadly classify the airflows encountered within build­
ings and to select appropriate correlations for each case. 

The forces that drive indoor airflow can be described as either 
mechanical or buoyant. Mechanical forces are generally caused 
by fans or by wind entering through openings. Fans can be loc­
ated within the room or within air-based HVAC systems that sup­
ply heated or cooled air to the space. Buoyant forces can result 
from heat sources located within the room (radiators, occupants, of­
fice equipment, etc.) or from surface-to-air temperature differences. 
The surface-to-air temperature differences can be caused by heat 
transfer through the building envelope (e.g. the cold surface of a 
window), solar insolation, or fabric-embedded conditioning devices 
(e.g. in-floor heating, chilled ceiling panels). In some cases, both 
mechanical and buoyant forces can be significant drivers of room 
air motion. 

Further subdivision is possible. For example, in the case of 
buoyancy-driven flow resulting from the presence of a wood stove, 
whether the stove is located in the middle of the room, or next to an 
external window, will have an effect on the room’s airflow pattern. 
In the latter case, the warm plumes rising from the stove will be 
cooled by heat transfer through the window, causing a competition 
in the buoyant effects. Similarly, in the case of mechanically driven 
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Table 4.1: Classification of indoor convection regimes 

Nature of flow Driving force
 

Buoyant	 Hot/cold internal surfaces 
Solar insolation to internal surfaces 
Radiant floor heating/chilled beams 
Terminal heating/cooling devices 

Forced	 Supply of ventilation air 
Air-based HVAC supplies/extracts 
Fan-assisted terminal heating/cooling devices 

Mixed	 Combination of buoyant and forced 

flows, the location of the supply air diffuser and the extract will in­
fluence which walls experience wall jet flow and which experience 
impinging flow. Clearly some factors have a greater influence than 
others. Whether the room is mechanically ventilated or not has a 
more profound influence on the convective regime than does the 
location of diffusers and extracts. 

The convective regimes encountered within buildings can be 
broadly classified as in Table 4.1. 

4.4 CONVECTION CORRELATIONS FOR BUILDINGS 

Correlations have been developed to characterize many of the flow 
regimes outlined in Section 4.3. Alamdari and Hammond (1983) 
were one of the first to develop convection correlations specific to 
buildings. Rather than conducting new experiments, they drew upon 
data reported in the literature to develop their correlations. They 
provide separate correlations for: vertical surfaces; stably-stratified 
horizontal surfaces (e.g. warm air above a cool floor); and buoyant 
flow from horizontal surfaces (e.g. cool air above a warm floor). 

Their correlations span the full range of temperatures and di­
mensions relevant to building applications, and are cast in dimen­
sional form rather than the dimensionless form preferred in the 
heat transfer literature (e.g. Equations 4.4 and 4.7) to simplify their 



�
�

“Book” — 2020/7/22 — 9:24 — page 78 — #116 �
�

�
�

�
�

78 • Convective heat transfer at internal surfaces 

implementation into BPS tools. For example, Alamdari and Ham­
mond provide this correlation for vertical surfaces: ⎧⎨ 
 1


 
  /6 6 

|T − T | 1/4 61/3 

hconv,i =
 ⎩ 1.5 
 z i +
 1.23 
 T  T



·

H

   
·
  ⎫⎬  z − i

 

where H is the height of the vertical surface (m). 

  ⎭
 

(4.8) 

Others (e.g. Khalifa and Marshall, 1990; Awbi and Hatton, 1999; 
Fisher and Pedersen, 1997) conducted experiments in room-sized 
test cells to produce correlations specific to internal convection 
within buildings. For example, Khalifa and Marshall varied the con­
figuration of their test cell and repeated experiments to assess a 
number of common convection regimes. The measured data were 
used to derive quantities of interest, and these data regressed to 
form new correlations for specific situations. For example, they de­
veloped the following correlation for the convection coefficient at 
window surfaces for rooms heated by radiators situated underneath 
windows:
 

0.11 
hconv,i = 8.07 · Tz − Ti (4.9)
 

Many other correlations for hconv

   
,i exist, 

   
as you will discover dur­

ing this chapter’s required readings. 

4.5	 COMMON APPROACHES FOR DETERMINING 
CONVECTION COEFFICIENTS 

Recall from Section 4.1 that in reality hconv,i values vary from surface 
to surface, and with time. There are four common approaches used 
in BPS for establishing their values: 

1. Time-invariant values are used, perhaps unique values for 
each surface. These are either user-prescribed or defaulted 
by the BPS tool. In such cases the user should be aware of 
the implications this may have upon the energy balances. 

2. The BPS tool’s default correlation is used to recalculate hconv,i 

values each timestep of the simulation. The tool may assign a 
default correlation based upon the surface’s orientation (e.g. 
vertical). 
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3. A user-selected correlation is chosen for each surface and 
hconv,i values are recalculated each timestep. 

4.	 hconv,i values are recalculated each timestep using a correl­
ation selected by the BPS tool wherein this selection adapts 
to the simulated conditions. For example, a forced flow cor­
relation may be used when an air-based HVAC system op­
erates and a buoyancy-driven correlation may be used when 
the HVAC system is inoperative. 

You will explore which of these methods are supported by your 
chosen BPS tool during this chapter’s simulation exercises. 

4.6 REQUIRED READING 

Reading 4–A 

This chapter has described the importance of using appropriate 
correlations to calculate hconv,i coefficients for the flow regimes at 
hand. Peeters et al. (2011) summarize the available correlations for 
natural, forced, and mixed convection that are appropriate for BPS 
and describe how each was derived. 

Read Section 2 of this article in detail and find answers to the 
following questions: 

1. What are the independent variables that are used as inputs 
to correlations for natural convection? 

2. What are the independent variables that are used as inputs 
to correlations for forced convection? 

3. What major assumption is implied by using similarity-based 
correlations? 

4. This chapter explained that it is common for BPS tools to ap­
ply the well-mixed assumption with Newton’s law of cooling 
(Equation 4.1). What is a major complication in using some 
of the available natural convection correlations with this ap­
proach? (Hint: see “reference temperature”.) 

5. What are some of the major sources of error in the exper­
iments that have been performed to derive correlations for 
natural and forced flows? 
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6. Describe a situation for which both natural and forced flow 
conditions will occur. 

Reading 4–B 

Beausoleil-Morrison (2002) discusses how BPS tools can adapt the 
calculation of convection coefficients during the course of a simula­
tion. 

Read this article and find answers to the following questions: 

1. Describe a situation that would warrant the complexity re­
quired by this level of modelling resolution. 

2. What additional data are required from the user? 
3. What level of uncertainty is introduced when time-invariant 

convection coefficients or correlations are employed in a sim­
ulation? 

4.7 SOURCES FOR FURTHER LEARNING 

•	 Section 3 of Peeters et al. (2011) examines the implications of 
using the well-mixed assumption, the choice of length scales, 
and the impact of obstructions on convective regimes. 

4.8 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 4–A 

How did you treat internal surface convection in your Base Case? 
Did you use your BPS tool’s default approach? This is likely the 
case if you did not take action to override your tool’s default method. 
Consult your BPS tool’s help file or technical documentation to de­
termine its default approach for establishing hconv,i coefficients. 

If you used your BPS tool’s default method, then configure your 
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tool to now impose time-invariant hconv,i coefficients of 3 W/m2 K at 
all internal surfaces and perform another annual simulation using 
the same timestep. This is the first approach listed in Section 4.5. 

If you did not use the default method provided by your BPS tool 
for the Base Case, then configure your tool to now employ its de­
fault method and perform another annual simulation using the same 
timestep. This is the second approach listed in Section 4.5. 

Compare the results of the two simulations. What impact does 
this change have upon the annual space heating load? And upon 
the annual space cooling load? 

Exercise 4–B 

Extract results for March 6 for both the Base Case and the Exercise 
4–A simulation. 

Create a graph that plots qconv,i→z for the window from the two 
simulations. Over the course of this day, how does this rate of heat 
transfer differ between the two simulations? 

Examine the hconv,i coefficients for the simulation in which your 
BPS tool applies its default method. How does this coefficient vary 
over the day? How does this explain the differences between the 
qconv,i→z predictions illustrated in the graph? 

Create a second graph for plotting the rate of heat input from 
the HVAC system versus time, and contrast the results from the 
two simulations. Comment on how the user’s choice of approach 
for determining hconv,i coefficients can impact the predicted timing 
and magnitude of HVAC energy transfers. 

Exercise 4–C 

Does your BPS tool support the third approach listed in Section 
4.5? If so, which of the correlations listed in Reading 4–A does your 
tool support? Does it support additional correlations as well? 

Configure your BPS tool to apply one or more of its optional 
correlations and perform some additional simulations. What impact 
do these changes have upon the annual space heating load? And 
upon the annual space cooling load? 
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Exercise 4–D 

Does your BPS tool support the fourth approach listed in Section 
4.5? If so, configure your BPS tool to use this approach. Assume 
that the heating system is composed of a circulating fan that im­
pinges upon the window and the south wall containing the window. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 

Add the predictions from this simulation to the qconv,i→z graph 
created in Exercise 4–B. How does qconv,i→z differ between the three 
simulations when the HVAC system is active? And when the HVAC 
system is inactive? 

Comment on the level of effort required to invoke this more de­
tailed modelling approach and contrast this to your expectations 
based upon Reading 4–B. 

4.9 CLOSING REMARKS 

This chapter explained that, thanks to the commonly employed well-
mixed assumption, the convection heat transfer between internal 
surfaces and the zone can be determined using Newton’s law of 
cooling. With this, convection regimes—which in reality will vary 
from surface-to-surface and in time—are characterized by convec­
tion coefficients. 

Through the required readings you became aware of the numer­
ous correlations used in the BPS field for calculating these coeffi­
cients. You discovered your BPS tool’s default and optional methods 
for treating convection at internal surfaces by conducting the simu­
lation exercises. These also helped you appreciate the impact that 
user choices (including relying on default methods) can have upon 
simulation predictions. 



�
�

“Book” — 2020/7/22 — 9:24 — page 83 — #121 �
�

�
�

�
�

C H A P T E R 5 

Longwave radiation 
exchange between 
internal surfaces 

T his chapter describes the options for calculating longwave ra­
diation exchange between internal building surfaces, including 

methods for determining view factors between these surfaces. 

Chapter learning objectives 

1. Understand how longwave radiation exchange is represented 
in internal surface energy balances. 

2. Learn how to determine which simplifying assumptions are 
employed by your chosen BPS tool. 

3. Understand tool default and optional methods for determining 
view factors. 

4. Develop an appreciation for the impact of prescribed long-
wave radiation properties and view factors on simulation pre­
dictions. 

83 
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5.1 RADIATION BETWEEN INTERNAL SURFACES 

Each of a zone’s internal surfaces will emit radiation, and this ra­
diation will be absorbed and/or reflected by other internal surfaces 
(see Figure 2.1). The exchange of radiant energy between the in­
ternal surfaces will depend upon many factors, including geomet­
rical relationships between surfaces and their radiation properties. 

The internal-surface energy balance developed in Chapter 2 a 
(Equation 2.14) included the term s qlw,s→i, where qlw,s→i is the 
net rate of radiation exchange from surface s to surface i. The sum­
mation is performed over all of the zone’s internal surfaces (de­
noted by s) that can be viewed by the surface under consideration, 
surface i. The subscript lw indicates that this radiation exchange is 
occurring in the longwave portion of the infrared spectrum. 

This chapter describes the methods that are commonly used by 
BPS tools to calculate the qlw,s→i terms. We begin with a review of 
some basic concepts related to radiation exchange. 

5.2 EMISSION OF LONGWAVE RADIATION 

All objects continuously emit electromagnetic radiation due to 
atomic and molecular agitation associated with their internal en­
ergy. This type of electromagnetic radiation is known as thermal 
radiation. We already encountered thermal radiation in Section 3.2, 
which discussed the electromagnetic radiation emitted by the sun. 
As with the sun, thermal emission from all other objects occurs over 
a wide range of wavelengths. 

The blackbody is an idealization of a perfect emitter. The spec­
tral emissive power of a blackbody can be determined with the well-
known Planck distribution (refer to any basic heat transfer textbook), 
which shows that both magnitude and spectral distribution of emis­
sion are strong functions of the blackbody’s temperature. 

Figure 5.1 plots the Planck distribution of blackbodies at three 
temperatures. The sun emits approximately as a blackbody at 
5800 K. As can be seen in the figure, the peak emission of a 
blackbody at this temperature occurs within the visible spectrum, 
although there is also significant emission at wavelengths in the 
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Figure 5.1: Spectral emissive power of blackbodies at various tem­
peratures (log-log scale) 

ultraviolet and infrared spectrums. We already encountered this in 
Section 3.2 in the context of extraterrestrial solar irradiance. 

By contrasting the and lines, it can be seen from 
Figure 5.1 that the peak spectral emissive power from a black­
body at 1000 K is 10 000 times lower than that from a blackbody 
at 5800 K. (The figure is plotted on a log-log scale.) Also, emis­
sion from the cooler blackbody occurs predominantly at longer 
wavelengths. 

Figure 5.1 also plots the emission from a 300 K blackbody. Its 
emission is entirely within the infrared spectrum, with the peak oc­
curring around 10 µm. Very little of its emission occurs within the 
shorter wavelengths of the infrared spectrum (sometimes called 
near infrared). Rather, more than 99 % of the emitted energy is 
within the so-called longwave portion of the infrared spectrum (3 µm 

λ 100 µm). 
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The spectrum of emission from all building surfaces (interior 
and exterior) closely resembles the line of Figure 5.1. In­
deed any object within the temperature range of −40 ◦C to +60 ◦C 
emits more than 99 % of its radiation within the longwave portion of 
the infrared spectrum. For this reason, infrared radiation exchange 
between internal building surfaces (and between external building 
surfaces and the exterior environment) is commonly referred to as 
longwave radiation exchange. This convention will be followed for 
the remainder of the book, although be aware that some BPS tools 
and some literature instead use the terms infrared radiation and 
thermal radiation. 

Figure 5.2: Diffuse emission 

As blackbodies emit equally in all directions (see Figure 5.2) 
they are called diffuse emitters. The total emissive power of a black­
body, that is the radiant flux emitted over all wavelengths and over a 
hypothetical hemisphere covering the surface, is given by the well-
known Stefan-Boltzmann law: 

Eb = σ · T4 (5.1) 

where T is the blackbody’s temperature (K) and Eb is its emissive 
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power (W/m2). σ is the Stefan-Boltzmann constant where σ = 
5.67 × 10−8 W/m2 K4. 

Real surfaces deviate from the ideal behaviour of blackbodies. 
Specifically, they emit radiation less efficiently than a blackbody, i.e. 
their spectral emissive power will be lower than the curves plotted in 
Figure 5.1. They may also emit preferentially at some wavelengths 
but less so at others, meaning that their curves may be of a differ­
ent shape than those shown in Figure 5.1. Finally, unlike the diffuse 
emission illustrated in Figure 5.2 they may emit more in some dir­
ections than others. 

However, BPS tools do not consider these spectral and direc­
tional complexities. Rather, they treat surfaces as grey emitters. 
With this, the surface is considered to emit a fixed fraction of 
blackbody radiation for all directions and for all wavelengths. The 
emissive power of a grey surface (Eg) can therefore be determined 
through a scalar multiple of the emission from a blackbody at the 
same temperature: 

Eg = lw · Eb 
(5.2) 

· σ · T4= lw 

where lw is the total longwave hemispherical emissivity (−), which 
has a value in the range of 0 < lw < 1. 

Figure 5.3 contrasts the emission from a grey surface to that of 
a blackbody. As can be seen, the spectral emissive power from the 
grey surface at each wavelength is equal to that of the blackbody 
multiplied by lw . 

lw is a property of a surface. The lw subscript indicates that it is 
applicable for emission within the longwave spectrum. As explained 
above, any object within the temperature range of −40 ◦C to +60 ◦C 
emits more than 99 % of its radiation within the longwave spec­
trum. As all building surfaces operate within this temperature range, 
this means that BPS tools can treat the emissivity as temperature-
invariant. 

5.3 RADIATIVE PROPERTIES 

Kirchhoff’s law of thermal radiation formalized a long-standing
 
experimental observation that good emitters were also good
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88 • Longwave radiation exchange between internal surfaces 

Figure 5.3: Grey-surface versus blackbody spectral emissive power 
(log-log scale) 

absorbers. Consider the perfectly insulated cavity at temperature 
Tcavity depicted in Figure 5.4. The inside of the cavity can be treated 
as a grey surface. Therefore, the cavity emits radiation according to 
Equation 5.2. Some of this radiation will be reflected by the walls 
of the cavity, as illustrated in the figure. A portion will be absorbed, 
but because the cavity is perfectly insulated this absorbed energy 
will be re-emitted according to Equation 5.2. The combination of 
emission, re-emission, and reflection creates a blackbody radiation 
field within the cavity. As such, the cavity behaves as a blackbody 
emitting radiation according to Equation 5.1. 

Now consider the small object a within the cavity. It is irradiated 
by the cavity while at the same time it emits radiation according to 
Equation 5.2. When the system formed by the object and the cavity 
is allowed to achieve thermal equilibrium, a first law energy balance 
reveals that object a’s emission must equal its absorption of the 
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Figure 5.4: Kirchhoff’s law 
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cavity’s blackbody irradiation: 

A>>a · Ea = >A>a · αlw,a · Gcavity→a (5.3) 

Object a’s emission (the left side of Equation 5.3) can be rep­
resented with Equation 5.2. By recognizing that irradiation of object 
a is due to blackbody emission at the enclosure’s temperature, the 
right side of Equation 5.3 can be expressed using Equation 5.1. 
This leads to: 

 lw,a · 4σ · Ta = αlw,a · Gcavity→a 

= ·  · T4 (5.4) 
αlw,a σ cavity 

Since Ta = Tcavity under thermal equilibrium conditions, from 
Equation 5.4 it can be seen that: 

 lw,a = αlw,a (5.5) 

Therefore, if the emissivity of an object in the longwave spec­
trum is known, then its absoptivity in the longwave spectrum is 
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also known. Recall from Section 5.2 that BPS tools treat lw as 
temperature-invariant. A consequence of Equation 5.4 is that αlw 

can also be treated as temperature-invariant. 
It is important to recognize that Kirchhoff’s law applies for an 

object that is in thermal equilibrium with a cavity. It does not mean 
that the absorptivity within one wavelength spectrum equals the ab­
sorptivity in another. So, in general: 

αlw = αsolar (5.6) 

Therefore, it is critical to specify the spectrum (solar , lw ) when 
stating radiation properties. 

Building materials (including glass) are opaque to longwave ra­
diation (i.e. τlw = 0). Therefore, as with solar radiation (refer to Sec­
tion 3.2, in particular Figure 3.2 and Equation 3.8), the reflectivity of 
radiation in the longwave spectrum can be related to its emissivity 
or absorptivity: 

ρlw = 1 − αlw (5.7)
= 1 − lw 

This means that specifying either lw or αlw is sufficient for defin­
ing how a surface will emit, absorb, and reflect longwave radiation 
given the above assumptions. Some BPS tools require lw as an 
input, while others αlw . 

5.4 VIEW FACTORS 

From the above we see that all surfaces emit, absorb, and reflect 
radiation. In order to calculate the exchange of radiation between 
surfaces we need to know how much of the radiation leaving one 
surface (either by emission or reflection) will reach another surface. 

Figure 5.5 illustrates two surfaces that are emitting radiation. 
The fraction of the radiation emitted or reflected by surface 1 that 
is incident upon surface 2 is called the view factor i from surface 1 
to surface 2, and is denoted by f1→2. Likewise, the view factor f2→1 

represents the fraction of radiation emitted or reflected by surface 

iThe terms configuration factor and shape factor are also commonly used. 
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2 that is incident upon surface 1. These view factors are a char­
acteristic of the geometrical relationship between the two surfaces. 

1 

E1 2 

E2 

Figure 5.5: Radiation exchange between two surfaces 

There is an important view factor relation known as reciprocity 
(refer to any basic heat transfer textbook), which relates the view 
factors between these (and any other) surfaces: 

A1 · f1→2 = A2 · f2→1 (5.8) 

Another important view factor relation is the summation rule for 
the surfaces forming an enclosure: 

f1→s = 1 (5.9) 
s 

where s is the number of surfaces forming the enclosure. 

5.5 ENCLOSURE THEORY 

The longwave radiation exchange between a zone’s internal sur­
faces can be treated with a special case of radiation theory known
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as the diffuse grey enclosure. This method demands a number of 
assumptions, which in general are reasonable approximations for 
radiation exchange between a zone’s internal surfaces. 

1 

2 

3 

4 

5 

6 

7 

8 
qe1 

qa0 
e1→7 

qr 
e1→r7 

qa1 
e1→7 

Figure 5.6: Longwave radiation exchange within an enclosure 

Figure 5.6 illustrates the plan view of an enclosure formed by 
10 surfaces (surfaces 9 and 10, not shown, are the floor and ceil­
ing). The longwave radiation exchange between these 10 surfaces 
can be resolved with diffuse grey enclosure theory subject to the 
following assumptions: 

•	 The zone is completely enclosed. 
•	 All surfaces are opaque to longwave radiation. 
•	 The medium within the cavity (air and any occupants, fur­

niture, etc. contained within the zone) does not participate in 
the radiation exchange. 

•	 Each surface is at a uniform temperature (e.g. all of surface 2 
is at T2). 

•	 All surfaces emit diffusely according to Equation 5.2. 
•	 All surfaces reflect diffusely. 
•	 Each surface is exposed to uniform irradiance (e.g. all of sur­

face 8 receives the same irradiance). 
•	 Each surface obeys Equation 5.5. 
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5.6 CALCULATING EXCHANGE BETWEEN SURFACES 

We will focus on surfaces 1 and 7 of Figure 5.6 to illustrate how en­
closure theory is used to calculate the radiation exchange between 
each pair of surfaces. 

We begin by considering the radiation emitted by surface 1 that 
is absorbed by surface 7 as a result of interactions between only 
these two surfaces. Since surface 1 is grey, its emitted energy (qe1) 
is given by Equation 5.2: 

q = A 4 
e1 1 · E1 =  lw,1σA1T1 (5.10) 

qe1 will be incident upon all the surfaces that it can view, which is 
all the other surfaces in Figure 5.6. The portion that will be incident 
upon surface 7 is given by the view factor f1 7. The αlw,7 portion of →
this will be absorbed by surface 7: 

qa0
e1 1 7 · α→7 = q e1 · f → lw,7 

=   lw,1σA 4 
1T1 · f1 ·  lw,7 (5.11) →7 

= (  lw,1)( A 4  lw,7) 

 
· σ 1T1 · f1→7

since  lw,7 = αlw,7 by Equation 5.5. 

   
The a0 superscript denotes the portion of surface 1’s emission 

that was directly absorbed by surface 7 without inter-surface reflec­
tion. This is illustrated by the leftmost in Figure 5.6. 

The ρlw,7 portion of the emission from surface 1 that is incident 
upon surface 7 will be reflected: 

qr
e1 7 = q e1 · f  → 1→7 · ρ

= T
 lw,7 

4   lw,1σA1 1 · f1→7 · (1 −  lw,7) (5.12) 

= (  lw,1)(1 −  lw,7) · σA1T4 
1 · f1→7

since ρlw,7 = 1−  lw,7 by Equation 5.7. q

 
r 
e1

 
→7 is the 

 
reflected radiation 

(middle in Figure 5.6). 
A portion of this reflected radiation will be directed towards sur­

face 1 (f7 1), which will reflect some of it (ρlw,1 = 1 −  ) → lw,1 back 

Calculating exchange between surfaces • 93 
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towards surface 7 (f1 7 α  → lw,7 lw,7

sorbed by surface 7: 

qa1 r
e1→7 = qe1 7 · f7→1 · ρlw · f→ ,1 1→7 · αlw,7

= ( lw )(1− lw,7 · σA T4  ,1  ) 1 1 ·f1 f (1   ) f   →7 · 7→1 · − lw,1 · 1→7 · lw,7

=

     
(  lw,1)(  lw,7)(1 −  lw,1)(1 −  lw,7) 

 
· 
 

A1T4 
1

 
· f2 σ 1→7 · f7→1 

(5.13) 
where the a1 superscript denotes that the emission by surface 1 was 
absorbed by surface 7 after one set of reflections between these 
two surfaces (rightmost in Figure 5.6). 

By extending this analysis to consider infinite interactions 
between these two surfaces, an expression can be derived to rep­
resent the radiation emitted by surface 1 that is absorbed by sur­
face 7 due to any number of interactions between only these two 
surfaces: 

qa0+a1··· 
e1 7 = qa0  e1 7 + qa1 

e1  7 +  qa2 
 → → → e1→7 + · ∞
( 4 

· ·
=   lw,1)(  lw,2) · σA1T1 · f1→7


+ 4  (  lw,1)(  lw,7)(1−  lw,1)(1

 
 ,7) 
 
·  

2 

 
σA T1

2

− lw
  1

4 

· f2 
1 f→7 7→1 

+ ( 3 

· 
2  lw,1)(  lw,7)(1−  lw,1) (1−  lw,7) · σA1T1

 
· f1→7 · f7→1 

+ · · ·∞ 
(5.14) 

Equation 5.14 can be represented more compactly as a geo­
metric series: 

 

 
(  lw,1)(  

qa0+a1··· lw,7) 
e1 7 = 

 
· σA 4 

1T1 · f1→7
(5.15)→ 1 − (1 −  lw,1)(1 −

 
  lw,7) · 

 
f1 7 · f→ 7→1 

So far we have considered radiation emitted by surface 1 that 
is absorbed by surface 7 as a result of interactions between only 
these two surfaces. But some of the radiation emitted by surface 1 
can also be absorbed by surface 7 as a result of interactions with 
other surfaces. Referring to Figure 5.6, emission from surface 1 
could, for example, irradiate surface 8, be reflected by surface 8 
towards surface 7, and then absorbed by surface 7 (shown by 
in Figure 5.6). 

). Part of this ( = ) will then be ab­

94 • Longwave radiation exchange between internal surfaces 
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Using an analysis similar to that presented above for two-
surface interactions, it can be shown that the radiation emitted by 
surface 1 that is absorbed by surface 7 due to infinite three-surface 
interactions via surface 8 can be given as: 

( lw,1)( lw,7)(1− lw,8) · σA1T4 · f1→8 · f8→7a0+a1··· 1 q = e1→8→7 1 − (1− lw,1)(1− lw,7)(1− lw,8) · f1→8 · f8→7 · f7→1 
(5.16) 

An expression like Equation 5.16 can be developed for the 
seven other possible three-surface interactions for emission from 
surface 1 that is absorbed by surface 7: 1 → 2 → 7 . . . 1 → 10 → 7. 

The total amount of emission from surface 1 that is absorbed 
by surface 7 can now be determined by summing Equations 5.15, 
5.16, and similar expressions to consider any number of surface 
interactions: 

a0+a1··· a0+a1··· a0+a1··· qe1⇒7 = q + qe1→2→7 + qe1→3→7 + · · · e1→7 

( lw,1)( lw,7) · σA1T4 · f1→7 
= 1 

1 − (1 − lw,1)(1 − lw,7) · f1→7 · f7→1 
i=10 ( lw,1)( lw,7)(1 − lw,i) · σA1T1

4 · f1→i · fi→7 
+ 

1 − (1 − lw,1)(1 − lw,7)(1 − lw,i) · f1→i · fi→7 · f7→1i=2 
i i=7 

+ · · · 
(5.17) 

where qe1⇒7 represents the total amount of emission from surface 
1 that is absorbed by surface 7 due to any number of sets of reflec­
tions and due to all possible combinations of surface reflections. 

Although Equation 5.17 fully describes the emission from sur­
face 1 that is absorbed by surface 7, it alone is insufficient for calcu­
lating the exchange of radiation between these surfaces because 
emission from surface 7 is also absorbed by surface 1. A similar 
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expression can be written for it: 

a0+a1··· a0+a1··· a0+a1··· qe7⇒1 = q + qe7→2→1 + qe7→3→1 + · · · e7→1 

( lw,1)( lw,7) · σA7T7
4 · f7→1
 

=
 
1 − (1 − lw,1)(1 − lw,7) · f1→7 · f7→1 

i=10 ( lw,1)( lw,7)(1 − lw,i) · σA7T7
4 · f7→i · fi→1 

+ 
1 − (1 − lw,1)(1 − lw,7)(1 − lw,i) · f7→i · fi→1 · f1→7i=2 

i i=7 

+ · · · 
(5.18) 

Recall from Section 5.1 that we are trying to calculate the net 
rate of radiation exchange from one surface to another: qlw,s→i. Let’s 
consider that we are forming the energy balance for surface 1 (i = 1) 
and that we are calculating the net radiation exchange from surface 
7 (s = 7) to surface 1. This can be determined by subtracting Equa­
tion 5.17 from Equation 5.18: 

qlw,7→1 = qe7⇒1 − qe1⇒7 

( lw,1)( lw,7) · σA7T4 · f7→1 − σA1T4 · f1→71 = 7 

1 − (1 − lw,1)(1 − lw,7) · f1→7 · f7→1 
i=10 ( lw,1)( lw,7)(1 − lw,i) · σA7T7

4 · f7→i · fi→1 
+ 

1 − (1 − lw,1)(1 − lw,7)(1 − lw,i) · f7→i · fi→1 · f1→7i=2 
i i=7 

i=10 ( lw,1)( lw,7)(1 − lw,i) · σA1T4 · f1→i · fi→71− 
1 − (1 − lw,1)(1 − lw,7)(1 − lw,i) · f1→i · fi→7 · f7→1i=2 

i i=7 

+ · · · 
(5.19) 

With Equation 5.19 we can now calculate the net radiation heat 
transfer from surface 7 to surface 1. (The equation can be safely 
truncated as the magnitude of the terms diminishes with increased 
surface interactions.) But this is only one of the longwave radiation 
terms in surface 1’s energy balance. The internal-surface energy 
balance of Equation 2.14 includes a summation of such terms be­
cause we need to consider the net radiation from all of the other 
surfaces within the zone. Therefore, to evaluate the energy balance 
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for surface 1 for the case depicted in Figure 5.6 we need to evalu­
ate a total of nine expressions like Equation 5.19. The same holds 
for forming the energy balances for the zone’s other nine surfaces, 
leading to a total of 90 such equations (n · [n − 1], where n is the 
number of surfaces within the zone). 

Examine the variables involved in Equation 5.19. The surface 
areas will be determined by the geometrical input provided by the 
user. The longwave emissivities of each surface will be supplied 
by the user, either explicitly or implicitly if they select construction 
materials from tool default databases. You will explore the impact of 

lw,i during this chapter’s simulation exercises. 
In addition to the unknown surface temperatures, Equation 5.19 

also includes view factors between surfaces. 

5.7 DETERMINING VIEW FACTORS 

The set of 90 expressions of Equation 5.19 required for our case 
depicted in Figure 5.6 involves 90 view factors. Even by taking ad­
vantage of the reciprocity relation (Equation 5.8) this still means that 
we need to determine 45 unique view factors. 

Because view factors depend only upon geometry, they are 
time-invariant and need only be determined once prior to a timestep 
simulation. A wide spectrum of methods—some of which you will 
learn about during this chapter’s required reading—are employed 
by BPS tools to determine these values. 

Any basic heat transfer textbook—and certainly more advanced 
texts on radiation—include tables, figures, and formulas to determ­
ine view factors for particular situations. Many of these have been 
determined through analytical solutions or numerical approxima­
tion. However, few of these configurations—coaxial parallel disks, 
three-sided enclosures, etc.—are appropriate for buildings. 

The determination of view factors for more generic geometries, 
such as the floor plan illustrated in Figure 5.6, invariably relies on 
some sort of numerical method. Many algorithms employing nu­
merical quadrature have been developed to calculate view factors 
for radiation exchange between building surfaces (Walton, 2002; 
Francisco et al., 2014; Kramer et al., 2015). These include various 
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approaches based on area integration or contour integration, which 
can, in principle, accurately determine view factors for any arbitrary 
geometry. Efforts have also been expended to minimize the com­
putational burden of these techniques. 

Ray-tracingii offers another accurate and general approach. 
With this, each surface is subdivided into small elemental areas and 
a unit hemisphere is established above the centre point of each 
elemental area. These hemispheres are subdivided into patches 
representing equal solid angles and each solid angle is projected 
until it intersects with another surface. This process is repeated for 
each patch of each hemisphere/elemental area to develop a numer­
ical approximation of the view factor between the surface and each 
other surface bounding the zone. A numerical implementation of 
this ray-tracing approach, which is based upon a graphical method 
utilized before the advent of digital computers, is well described in 
Clarke (2001, Chapter 7). 

Unfortunately very few BPS tools support such detailed ap­
proaches. Indeed, this is not even a possibility for tools that rep­
resent geometry abstractly, wherein users input surface areas and 
zone volumes rather than calculating these quantities from explicit 
geometrical input (e.g. vertex coordinates). 

Some BPS tools that require explicit geometrical input employ 
analytical methods to calculate view factors from the user-defined 
geometry, although these are limited to cases where no surface 
obstructs another (so-called convex zones). These methods cannot 
resolve situations like Figure 5.6, because, for example, surface 4 
obstructs surface 6’s view of surface 2. 

Some BPS tools allow users to prescribe view factors between 
surfaces, perhaps after they have been calculated by an external 
tool. However, such facilities are rarely employed as dozens or even 
hundreds of view factors per zone may be required for even simple 
geometrical configurations. 

Some simplistic approximations based upon area-weighting 

iiAlso known as the unit-sphere method. 
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approaches are also in use, such as: 

A
f j
i→j =  (5.20) 

k Ak − Ai a 
where the k summation considers all the surf

a
aces in the zone. 

The advantage of this method is that explicit geometrical inform­
ation is not required from the user since it only considers the area 
of surfaces and not their exact shape. Although computationally ef­
ficient, this method provides an exact answer only for cubes. It can 
lead to erroneous view factors for some common situations such as 
co-planar surfaces. For example, Equation 5.20 gives a non-zero 
view factor between a window and the wall which contains it. 

Some tools refine this approximation by setting view factors to 
co-planar surfaces (such as the window and its containing wall) to 
zero and by limiting the summation in the denominator of Equation 
5.20 to “seen” (i.e. non-co-planar surfaces). Although an improve­
ment, this method also suffers from the limitation that it only pro­
duces exact results for a cube. 

Users should be aware of the default and optional methods 
available in their BPS tool for estimating view factors and should be 
aware of the consequences of any simplifications. In some cases 
more accurate view factors can be determined with minimal effort 
simply by invoking optional facilities. During this chapter’s simula­
tion exercises you will explore which method your chosen BPS tool 
uses by default and which optional methods it supports. 

5.8 LINEARIZATION AND SIMPLIFICATIONS 

Section 2.8 discussed how BPS tools solve the large set of coupled 
equations that describe indoor mass and energy transfers. The two 
approaches applied by most contemporary BPS tools use direct or 
iterative procedures to solve a linearized set of equations. 

Section 5.6 detailed how the net longwave radiation between a 
pair of surfaces can be calculated using Equation 5.19. However, 
since this equation is non-linear (it includes temperatures to the 
fourth power), it must be linearized to fit within the solution process. 

Linearization is accomplished by expressing the heat transfer 
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between the surfaces using a longwave radiation coefficient (hlw ): 

qlw,7→1 = A7 · hlw,7→1 · (T7 − T1) (5.21) 

This coefficient is determined by equating Equations 5.19 and 
5.21:  

1 ( lw,1)( lw,7) · σA7T7
4 ·f7→1 −σA1T1

4 ·f1→7

hlw,7→1 = ·


A7 (T7 −T1) 1 − (1− lw,1)(1− lw,7)·f1→7 ·f7→1 

i=10 ( lw,1)( lw,7)(1− lw,i) · σA7T4 

+	 7 ·f7→i ·fi→1 

1 − (1− lw,1)(1− lw,7)(1− lw,i)·f7→i ·fi→1 ·f1→7i=2 
i i=7 

i=10 ( lw,1)(	 lw,7)(1− lw,i) · σA1T4 ·f1→i · fi→71− 
1 − (1− lw,1)(1− lw,7)(1− lw,i)·f1→i ·fi→7i=2	 

·f7→1 
i i=7 

+ · · · 

(5.22) 
Therefore, the overall solution process incorporates Equation 

5.21, and Equation 5.22 is used to calculate its required coeffi­
cients. As explained in Section 2.8, some BPS tools will recalculate 
the hlw coefficients using updated temperatures as they iterate to a 
converged solution within the timestep, while other tools will avoid 
this recalculation by evaluating the coefficients using the temperat­
ures solved for the previous timestep. As explained in Section 2.8, 
BPS tools employing the latter approach may be more sensitive to 
the user’s choice of simulation timestep. 

It is important to note that not all BPS tools treat longwave ra­
diation exchange in the rigorous fashion detailed in this chapter. To 
reduce the computation burden, some tools introduce a fictitious 
temperatureiii and use it to calculate the approximate net radiation 
exchange between an internal surface and all other surfaces. This a 
replaces the s qlw,s→i summation in the internal surface energy 

iiiOften called the star temperature. 
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balance with a single term that accounts for the net radiation ex­
change into surface i from all other internal surfaces. However, this 
approximation deviates from the exact result when the zone is not 
cubic; or when not all internal surfaces are at the same temper­
ature; or when not all surfaces have the same hconv,i convection 
coefficients. 

Other tools further simplify the problem by eliminating the a 
s qlw,s→i altogether from the internal-surface energy balance and 

by increasing the convection coefficient hconv,i to account for the 
combined effects of convection and longwave radiation heat trans­
fer. The implicit assumption that the temperature of the other in­
ternal surfaces in the zone (Ts) are the same as the zone air tem­
perature (Tz) may introduce significant errors in some situations. 

5.9 REQUIRED READING 

Reading 5–A 

Francisco et al. (2014) presents an algorithm for calculating view 
factors for complex building geometries based upon Stokes’ the­
orem. 

Read pages 203–205 of this article and find answers to the fol­
lowing: 

1. What are the classes of methods they list that have been used 
to calculate view factors for generic geometries? 

2. Why is the double integral (Equation 7 in the article) neces­
sary for calculating view factors using area integration? 

3. What are the advantages of using Stokes’ theorem to convert 
these area integrals to line integrals? 

4. Why does their method rely on subdividing surfaces into ele­
mental areas and then determining view factors between 
these elemental areas? 

5.10 SOURCES FOR FURTHER LEARNING 

•	 Walton (2002) describes and contrasts the performance of 
several area integration and line integration methods for cal­
culating view factors. He also describes how these have been 
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implemented in the freely available View3D program that can 
be used to calculate view factors between internal building 
surfaces. This tool is shipped with EnergyPlus as an “auxili­
ary” program. 

•	 Chapter 7 of Clarke (2001) details ESP-r’s ray-tracing method 
for calculating view factors. 

•	 Kramer et al. (2015) describe how they have borrowed meth­
ods from the computer graphics domain to create a com­
putationally efficient algorithm to calculate area-to-area view 
factors. 

5.11 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 5–A 

Consult the technical documentation for your BPS tool to determ­
ine its options for calculating longwave radiation exchange between 
internal surfaces. Does it explicitly calculate qlw,s for each pair of →i 

surfaces? If not, what approach does it use? (Refer to Section 5.8.) 
Are there options to invoke more detailed approaches? 

If for your Base Case your tool was configured to employ a sim­
plified method rather than calculating qlw,s i for each pair of sur­→
faces, then invoke its most detailed approach and perform another 
annual simulation using the same timestep. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 

Exercise 5–B 

Longwave emissivity values were specified for the materials forming 
the internal surfaces of all the opaque envelope constructions in the 
Base Case. Now reduce the concrete floor’s lw from 0.9 to 0.1 and 
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perform another annual simulation using the same timestep. This is 
the value of lw that might be expected for a polished metal. If your 
BPS tool does not allow you to modify a surface’s lw then consult 
its technical documentation to determine why. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Are these 
results in line with your expectations? 

What are possible sources of information that can be used to 
determine lw values for materials? Describe a situation in which 
accurately establishing a material’s longwave emissivity may have 
an important impact upon simulation predictions. 

Exercise 5–C 

Undo the change made in Exercise 5–B. 
What is the default method employed by your BPS tool for de­

termining radiation view factors between internal surfaces? (Refer 
to Section 5.7.) How did you configure your Base Case to determ­
ine view factors? If you did not use the default method provided by 
your BPS tool, then configure your tool to now employ its default 
method. 

Now perform another simulation in which your BPS tool ap­
plies its most detailed method for determining radiation view factors 
between internal surfaces. Describe the algorithm employed by 
your BPS tool and contrast the view factors determined in the two 
simulations. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Describe 
a situation in which accurately establishing these view factors may 
have an important impact upon simulation predictions. 

5.12 CLOSING REMARKS 

This chapter explained that BPS tools which explicitly calculate 
longwave radiation exchange between internal surfaces treat the 
surfaces as isothermal and as diffuse grey emitters and reflectors. 
With this most rigorous treatment, the user is responsible for pre­
scribing the emissivity (or absorptivity) of all internal surfaces in 
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the longwave portion of the infrared spectrum (or rely on tool de­
fault values). This chapter also explained that many BPS tools use 
simplified methods to treat longwave radiation exchange in order to 
reduce the computational burden. You developed an understand­
ing of which methods your chosen BPS tool supports through the 
simulation exercises. 

Through the required reading and the theory presented in this 
chapter, you learnt about the types of methods that are available for 
determining view factors between surfaces. You became aware of 
which methods are available in your chosen BPS tool through the 
simulation exercises, and realized the actions required to invoke 
them. 
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Internal heat and
 
moisture sources
 

T his chapter describes how sources of heat and moisture within 
the building are treated within the indoor environment energy 

and mass balances, and discusses the significance of establishing 
appropriate input parameters. 

Chapter learning objectives 

1. Understand that both the magnitude and the schedule of 
internal heat gains and moisture sources are typically pre­
scribed by the user. 

2. Become aware of commonly used sources of data for estab­
lishing these inputs. 

3. Realize	 the sensitivity of simulation predictions to user 
choices and the range of uncertainty over these inputs. 

4. Understand the possibilities and complexities of modelling oc­
cupant behaviour as an alternative to the user prescribing in­
ternal heat and moisture sources. 

105 
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Table 6.1: Heat and moisture sources within the interior of the 
building 

Heat sources	 Occupant metabolic activity 
Lighting 
Computers, printers, scanners, etc. 
Entertainment equipment, chargers, etc. 
Clothes washers and dryers (machine) 
Dishwashers, refrigerators, etc. 

Moisture sources	 Occupant respiration and perspiration 
Bathing and showering 
Cleaning, dishwashing, cooking 
Unvented gas cookers 
Clothes drying (hang dry) 
Indoor plants 

6.1 HEAT AND MOISTURE SOURCE TERMS IN MASS AND 
ENERGY BALANCES 

Chapter 2 described how mass and energy balances are formed 
for the building interior. It was seen that the zone moisture mass 
balance (Equation 2.6) included a summation term representing 
the sources of water vapour within the zone ( ṁv,source). Summa­
tion terms representing internal heat sources appeared in both the 
zone and internal surface energy balances. The convective portion 
of these heat sources (qconv,source→z) appeared in the zone energy 
balance (Equation 2.13) while the radiant portion (qlw,source→i) ap­
peared in the internal surface energy balance (Equation 2.14). 

This chapter discusses how the ṁv,source, qconv,source→z, and 
qlw,source→i terms are determined. 

6.2 SOURCES OF HEAT AND MOISTURE IN BUILDINGS 

Some of the many possible sources of heat and moisture within the 
interior of the building are listed in Table 6.1. 

The terms appearing in the balance equations represent sum-a 
mations of all possible contributions. In this way, ṁv,source is the 
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sum of all the moisture sources listed in Table 6.1 (and perhaps oth­a 
ers). qconv,source→z represents the sum of the convective compon­
ents of the metabolic activity of the occupants, lighting, computers, a 
appliances, etc., while qlw,source→i represents the sum of the radi­
ative components of these gains. It is left to the user (or tool default 
methods) to determine the convective/radiative split of each heat 
source and to determine how to distribute the radiative sources to 
the energy balance of each internal surface. 

Since the mass and energy balances are formed and solved 
each timestep of a simulation, it is necessary for the user to define 
which gains are present in each zone, the magnitude of these gains, 
and how these gains vary in time. 

6.3 MAGNITUDE OF GAINS 

Various sources are available for estimating the magnitude of heat 
and moisture gains. A popular one is ASHRAE’s Handbook of Fun­
damentals (ASHRAE, 2017). Chapter 18 of this handbook, which 
is focused on nonresidential cooling and heating load calculations, 
provides numerous tables summarizing data from several sources 
to estimate gains from occupants, lights, computers, and some ap­
pliances. Chapter 6 of CIBSE Guide A (CIBSE, 2015) is another 
well-documented source commonly consulted by BPS users that 
provides similar tabulated data on internal gains. 

Data from these ASHRAE and CIBSE tables can be used to 
estimate moisture and heat gains from occupants. They estimate, 
for example, the sensible heat gain (the sum of qconv,source→z and 
qlw,source→i) of an adult male seated in an office at a dry-bulb tem­
perature of 24 ◦C to be 75–80 W. An adult female in a comparable 
situation is estimated to give 65–70 W of heat gain. These values 
can increase or decrease by up to 20 % depending upon the room 
temperature. 

According to the ASHRAE table, the apportioning of these 
sensible heat gains to convective (qconv,source→z) and radiative 
(qlw,source→i) components depends upon the air velocity over the per­
son. At low air velocities, 40 % of the heat gains can be considered 
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convective and 60 % radiative; at higher air velocities the split is 
taken to be 73 % convective and 27 % radiative. 

Data are provided for many other activities, such as moderately 
active office work, sedentary work, light bench work, heavy work in 
a factory, etc. The challenge for the BPS tool user often relates to 
answering questions such as: How many people are in the thermal 
zone? What are those people doing? Are they men, women, or 
children? What split between convective and radiative components 
should be assumed? 

The ASHRAE and CIBSE tables also provide “latent heat” gains 
of occupants. For example, the latent heat gain of occupants con­
ducting office work is in the range of 40 to 70 W. This is defined to 
equal the rate of energy released during a constant-temperature (at 
Tz) phase transition of water from vapour to liquid: 

qlatent ,source→z = ṁv,source · hfg|Tz 
(6.1) 

where qlatent ,source→z is the latent heat gain (W) and hfg|Tz 
is the en­

thalpy of vaporization of water (J/kg) at the zone temperature. 
It is common for BPS tools to require users to prescribe moisture 

sources in terms of latent gains. In this case, Equation 6.1 is used to 
calculate the value of ṁv,source that is required by the mass balance 
based upon the user’s prescribed value for qlatent ,source→z. Again, the 
challenge for the BPS tool user is to answer questions such as: 
What is the level of activity of the occupants? How are they clothed? 
How many occupants are in the zone? Are they men, women, or 
children? 

The ASHRAE and CIBSE (and other) documents provide sim­
ilar data on gains from lights, computers, and appliances, but again 
the BPS tool user must answer many questions in order to select 
appropriate data. What type of lights are used: fluorescent, incan­
descent, compact fluorescent, LED? Are luminaires installed within 
the thermal zone, or mounted on ceilings? If the latter, what fraction 
of the heat output is added to the zone under consideration, and 
what fraction to the ceiling plenum (if treated as a separate thermal 
zone)? Are desktop or laptop computers used? What is their nom­
inal power draw? How many lights and computers are installed in 
the zone? Etc. 
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You will explore the sensitivity of BPS predictions to some of 
these decisions during this chapter’s simulation exercises. 

6.4 TEMPORAL VARIATION OF GAINS 

As the mass and energy balances are formed and solved each 
timestep of the simulation, ṁv,source, qconv,source→z, and qlw,source→i 

are actually functions of time. Consequently, the BPS tool needs to 
know when occupants are present and when lights and other equip­
ment are functioning so that the magnitudes of the gains treated in 
the previous section can be scaled. 

Most commonly the user prescribes schedules (profiles) of 
activities for this purpose. For example, the user might indicate that 
occupants begin arriving at an office building at 6h30, that full occu­
pancy is achieved by 9h00, that half the occupants leave the build­
ing over the lunch hour, and that there is no occupancy overnight. 
Such schedules, which may vary by days of the week or season­
ally, are time-series of scalar multipliers that operate on the user-
prescribed gain magnitudes. For example, if 350 W is prescribed 
as the magnitude of the convective heat gain from occupants in a 
zone and the prescribed schedule indicates that 70 % of these oc­
cupants are present at 10h30 on a given day, then the simulation 
will use a value of 245 W for the occupant portion of qconv,source→z 

for that timestep of the simulation. 
There are several possibilities for establishing these schedules. 

With existing buildings it might be feasible to measure occupancy 
over short periods of time to develop bespoke schedules for a 
particular building. However, when dealing with buildings in the 
design or pre-occupancy phase, it is common for users to establish 
schedules based upon their own experience or to rely on published 
guidelines and recommendations. 

One frequently used source of schedules is the US Department 
of Energy’s Commercial Reference Building (CRB) database (Deru 
et al., 2011). This provides representative schedules of internal 
gains based on monitoring experience for various commercial build­
ing types (office, hotel, warehouse, etc.). Another common source 
of schedules is COMNET, an initiative of the New Buildings Institute 
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to standardize BPS approaches for codes and standards. Some 
codes and standards (e.g. NECB, 2017; NCM, 2015) also provide 
representative schedules for various building types. Although these 
are meant for demonstrating compliance with regulations, their use 
is widespread for other types of BPS analyses as these schedules 
are viewed by many BPS users as being representative. 

It is important for the user to recognize that whatever source 
they use for establishing schedules, their decision will have an im­
pact on the values of ṁv,source, qconv,source→z, and qlw,source→i that are 
used in the balance equations. Additionally, the BPS tool’s repor­
ted consumption of energy for servicing lighting, computers, and 
other plug loads will be directly calculated from these user-selected 
inputs. 

Figure 6.1 plots lighting schedules for office buildings from three 
of the aforementioned sources. Although these three profiles share 
a good deal of similarity, they are not identical and therefore will 
lead to different simulation results. This figure also plots the median 
schedule for one particular office building that was monitored by 
Bennet and O’Brien (2017). From this, it is clear that a BPS analysis 
of this office building using either the NECB, CRB, or COMNET 
profiles would lead to substantial overprediction of qconv,source→z and 
qlw,source→i during most of the daytime. 

You will explore the impact of schedules of internal gains during 
this chapter’s simulation exercises. 

6.5 OCCUPANT BEHAVIOUR 

Most of the sources of moisture and heat gains within buildings 
are influenced by occupant behaviour. Occupant arrival and depar­
ture times and metabolic activity, the occupant switching of lights, 
and operating computers and appliances all impact the ṁv,source, 
qconv,source→z, and qlw,source→i terms that are required by the mois­
ture and energy balances. 

Many authors have shown that the use of prescribed schedules 
to characterize all of these complex behaviours can lead to signi­
ficant prediction errors in particular cases. Many BPS tools provide 
facilities that allow the user to represent occupant behaviour on a 
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Figure 6.1: Sample lighting schedules 

simplified level. These can be used, for example, to switch off lights 
when daylight levels exceed a certain threshold. 

There has been considerable research activity within the BPS 
field to develop more detailed models to predict occupant beha­
viour as an alternative to users prescribing schedules or simple 
binary actions. Most of these so-called occupant behaviour mod­
els are developed from observational studies and involve some sort 
of stochastic modelling approach. It is common to use a predictor 
variable (e.g. indoor air temperature, illuminance) to estimate the 
probability of some occupant behaviour (e.g. opening a window, 
closing a blind) based upon a randomly selected number. Given 
the stochastic nature of these models, BPS simulations are not 



�
�

“Book” — 2020/7/22 — 9:24 — page 112 — #150 �
�

�
�

�
�

112 • Internal heat and moisture sources 

repeatable and therefore multiple simulations might need to be per­
formed to establish a range of possible outcomes. 

This is an active area of research, as you will discover through 
this chapter’s required readings. However, to date the application of 
these methods has been far less common and most users of BPS 
rely on some sort of prescribed schedules. 

6.6 REQUIRED READING 

Reading 6–A 

Gunay et al. (2016) summarize a number of models that have been 
developed to consider the behaviour of occupants in building per­
formance simulation. The majority of these occupant models use 
explanatory (predictor) variables to predict the likelihood of a state 
change. 

Read this article and find answers to the following questions: 

1. What are some examples of state changes that are predicted 
by existing models? 

2. Which explanatory variables are typically used predict the 
likelihood of the state changes you listed above? 

3. What is a Markovian occupant model? 
4. Why are some models limited to specific simulation timesteps? 
5. How does the choice of occupancy model influence simula­

tion predictions? 
6. Explain why occupant behaviour models are rarely used by 

BPS practitioners. 

Reading 6–B 

O’Brien et al. (2017) provide a guest editorial for a special issue of 
the Journal of Building Performance Simulation on the fundament­
als of occupant behaviour research. 

Read this article and find answers to the following questions: 

1. What are the three main stages of occupant research? 
2. What are the key unresolved research questions related to 

occupant behaviour? 
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6.7 SOURCES FOR FURTHER LEARNING 

•	 Chapter 5 of Deru et al. (2011) describes numerous sources 
of data for establishing inputs for internal heat and moisture 
sources. It also thoroughly documents the assumptions and 
decisions behind the magnitudes and schedules for internal 
gains given in the US Department of Energy’s Commercial 
Reference Building (CRB) database. 

•	 Mahdavi and Tahmasebi (2019) discuss how occupants can 
influence building performance and describe the various op­
tions for modelling their behaviour. 

6.8 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 6–A 

Time-invariant (constant) internal gains that are 100 % sensible and 
100 % convective were prescribed for the Base Case. 

Alter the internal heat gains such that they are 100 % sensible 
and 100 % radiative and perform another annual simulation. What 
impact does this have upon the annual space heating load? And 
upon the annual space cooling load? Explain this result by referring 
back to the energy balances developed in Chapter 2, referring in 
particular to Equations 2.13 and 2.14. 

Discuss the impact of accurately determining the split of con­
vective and radiative output from an internal heat source. What are 
possible sources of information that can be used to determine these 
parameters? 

Exercise 6–B 

Revert to your Base Case. 
Now, rather than employing constant internal gains as in the 
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Base Case, configure your simulation to represent the case where 
the internal gains are caused by the presence of: 

• three occupants 
• three desktop computers with flat-panel monitors 
• 200 W of desk-mounted fluorescent lighting 

Assume that the occupants are present and the computers and 
lights used only between 9h00 and 12h00 and between 13h00 and 
17h00 Mondays through Fridays. Use an appropriate source (see 
Section 6.3) to establish the magnitude of the heat and moisture 
gains caused by the occupants, computers, and lights, including 
the convective and radiative split. 

Contrast the results of this simulation and those of the Base 
Case. What impact has this change had upon the annual space 
heating load? And upon the annual space cooling load? Estim­
ate the range of uncertainty in the magnitude of the ṁv,source, 
qconv,source→z, and qlw,source→i terms that you chose? 

Exercise 6–C 

Continue with the assumptions you took in Exercise 6–B, but now 
perform another simulation in which the work day commences one 
hour earlier (i.e. at 8h00), but still ends at 17h00. 

What impact does this have upon the annual space heating 
load? And upon the annual space cooling load? Comment on the 
impact that uncertainty over occupant arrival has upon simulation 
predictions. 

Exercise 6–D 

Revert to the inputs used for Exercise 6–B. Now increase your es­
timates of the magnitude of the occupant heat and moisture gains 
by 10 %. Also increase your estimate of the magnitude of computer 
heat gains by 10 %. Perform another simulation. 

What impact does this have upon the annual space heating 
load? And upon the annual space cooling load? Comment on what 
impact the variability between occupants and the estimates of heat 
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gains from office equipment may have on the uncertainty of simula­
tion predictions. 

6.9 CLOSING REMARKS 

This chapter explained that the user must prescribe both the mag­
nitude and the schedule of internal heat and moisture sources. De­
cisions are also required to divide the heat sources between the 
energy balances representing the zone and those representing in­
ternal surfaces. Some of the sources of data that can be used to 
establish these important inputs were mentioned, and you became 
familiar with at least one of them by conducting the simulation exer­
cises. These exercises also helped you become aware of the impact 
of these user choices. And finally, through the required readings you 
learnt that considerable research is underway to establish models 
of occupant behaviour to reduce some of the uncertainty in treating 
internal heat and moisture sources. 
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Internal airflow
 

T his chapter discusses methods that are used in the BPS field 
for treating inter-zone airflow. It also touches upon approaches 

that can be used to predict airflow patterns and the distribution of 
air temperatures and contaminant concentrations within zones. 

Chapter learning objectives 

1. Realize	 the common options for treating airflow between 
zones. 

2. Understand the conceptual basis of network airflow models, 
zonal models, and computational fluid dynamics (CFD) mod­
els. 

3. Learn how to configure your chosen BPS tool to consider 
inter-zone airflow. 

4. Realize the impact of inter-zone airflow upon simulation pre­
dictions. 
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7.1 TRANSFER OF AIR BETWEEN ZONES 

The term ṁa,t−in appears in the zone dry-air mass balance (Equation 
2.3), the zone moisture mass balance (Equation 2.6), and the zone 
energy balance (Equation 2.13). This term represents air flowing 
into the zone under consideration from other zones within the build­
ing. This inter-zone airflow is known as transfer air. ṁa,t−in appears 
within a summation in each of these balances because the zone 
under consideration may be receiving transfer air from numerous 
other zones. 

Air may be transferred from one zone to another intentionally or 
not. As implied by Equation 2.3, air transfers between zones are 
closely related to air infiltration and airflow forced by HVAC systems 
(ventilation). 

7.2 OPTIONS FOR TREATING TRANSFER AIR 

There are five common approaches used in BPS for establishing 
ṁa,t−in values: 

1. It is very common for users to ignore air transfers between 
zones, essentially setting all ṁa,t values to zero. This is the −in 

default treatment with most BPS tools, one that the user can 
override in most cases. 

2. Users prescribe time-invariant values for each possible flow 
path. 

3. Users prescribe scheduled values, which perhaps vary by 
time of day or by season. 

4. Some BPS tools provide facilities that can be used in conjunc­
tion with one of the above options to make airflow rates vary 
in consequence to a simulation parameter, such as an indoor 
air temperature. 

5. Predicting airflow rates for all of the possible flow paths with a 
ventilation model. 

You will explore which of these approaches are supported by 
your chosen BPS tool during this chapter’s simulation exercises. 
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7.3 VENTILATION MODELS 

CFD is a modelling approach that is widely applied in predicting 
building ventilation performance. With this, a building zone is sub­
divided into small volumes (many thousands or even millions). The 
equations that govern the conservation of mass, momentum, and 
energy are written and approximated for each volume using discret­
ization methods. This yields a large set of equations whose solution 
leads to a prediction of airflow patterns and temperature and con­
taminant distributions within a zone. 

Some BPS tools include integrated facilities that couple the cal­
culation of building energy flows (using the approaches we have 
studied in previous chapters) with CFD modelling of one or multiple 
zones of the building. However, due to CFD’s high requirements 
for computational resources, and the significant expertise and time 
required to correctly configure turbulence options, boundary con­
ditions, etc., such facilities are rarely employed in simulating the 
performance of whole buildings. 

You will learn more about the application of CFD to predict build­
ing performance during this chapter’s required reading. 

Zonal models offer another option for predicting ventilation. 
Like CFD models, they subdivide a zone into a number of smal­
ler volumes. However, they are not as computationally demanding 
as CFD because they apply a much coarser subdivision. Although 
many zonal models have been developed based upon empirical and 
analytical relations, these approaches are rarely used in simulating 
the performance of whole buildings or in predicting transfer airflow 
rates between zones. 

The only modelling approach that enjoys widespread use in the 
BPS field for predicting ṁa,t−in values are the so-called multi-zone 
network airflow models. Typically each thermal zone of the building 
is represented by a single airflow node (although subdivision is pos­
sible). The nodes—each of which represents a well-mixed volume 
of uniform conditions—are connected together by the user into a 
network that defines possible flow paths. 

The user also prescribes components for each path to describe 
its flow characteristics. Typically these component equations relate 
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the flow along a path (such as transfer air) to the pressure difference 
between nodes, for example: 

ṁa,t−in = F (Pt−in − Pz)	 (7.1) 

Pz is the pressure at the node representing the zone under con­
sideration and Pt−in is the pressure at a node of the zone that is the 
source of the transfer air. Various forms of the function F are in use, 
and these must be imposed by the user. 

An instance of Equation 7.1 is established for each of the pos­
sible flow paths, and appropriate boundary conditions are imposed. 
The solution of this set of equations then leads to the transfer airflow 
rates required by the zone mass and energy balances. 

In most cases when nodal airflow modelling is applied, the 
network considers both airflow through the building envelope (in­
filtration and natural ventilation) and transfer air between zones. 
Consequently, these models will be described in greater detail in 
Chapter 15 in the context of air infiltration and natural ventilation 
modelling. That chapter will explain how the nodal pressures are 
calculated, the options for the F functions, and the treatment of 
boundary conditions. 

7.4 REQUIRED READING 

Reading 7–A 

Chen (2009) provides an overview of methods for predicting ventil­
ation performance. 

Read this article in its entirety and find answers to the following 
questions: 

•	 With the well-mixed assumption, a thermal zone is considered 
to have uniform conditions (temperature and chemical com­
position). This is an appropriate assumption for what types of 
building spaces according to the author? And when might this 
assumption be inappropriate? 

•	 This article describes seven categories of methods for pre­
dicting ventilation performance, three of which are simulation 
methods. What are these three simulation methods? 
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•	 Which of the three simulation methods is most commonly 
used for predicting the ventilation performance of entire build­
ings (as opposed to individual rooms)? 

•	 What are the two popular network airflow models mentioned 
in the article? 

•	 Why does the author believe that zonal models have limited 
applicability? 

•	 Most of the applications of CFD for predicting ventilation per­
formance fall into three categories. What are these three cat­
egories? Why is CFD often employed for these types of ana­
lyses? 

7.5 SOURCES FOR FURTHER LEARNING 

•	 Megri and Haghighat (2007) describe the basic principles of 
zonal models, their development, and their application. 

•	 Srebric (2019) describes methods for predicting airflow, air 
temperature, and contaminant concentrations in buildings. 
She provides, in particular, a good introduction to CFD the­
ory, including the treatment of turbulence and boundary con­
ditions. 

•	 Cook et al. (2003) discuss the application and validation of 
CFD for predicting the temperature stratification within a room 
exposed to combined wind and buoyancy forces. 

7.6 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Now revert your BPS tool inputs to the two-zone representation 
of Exercise 2–E. Include the same refinements or corrections you 
made to the Base Case. Perform an annual simulation to produce a 
fresh set of Exercise 2–E results for use in the following exercises. 
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Exercise 7–A 

Recall that there was no airflow between the two thermal zones in 
Exercise 2–E. This is the first method listed in Section 7.2. Now 
impose a constant transfer airflow rate of 100 L/s between the 
zones (the second method) and perform another simulation using 
the same timestep. 

Create a temperature-versus-time graph for March 6. Plot the 
zone air temperatures from the three simulations on this graph. Do 
the results from the simulation with the imposed transfer airflow 
more closely resemble those from the Base Case or those from 
Exercise 2–E? 

What impact does the addition of transfer airflow have upon the 
annual space heating load? And upon the annual space cooling 
load? 

What are possible sources of information that can be used to 
establish plausible transfer airflow rates? In Exercise 2–E you were 
asked in what situations the additional effort and risk of input errors 
associated with subdividing the building into thermal zones would 
be justified. Think about this question anew in light of these results. 

Exercise 7–B 

Explore the other facilities offered by your chosen BPS tool for treat­
ing transfer air. Can you schedule these airflow rates, or control 
them based upon simulation parameters, such as the zone air tem­
perature? Does your tool support a network airflow model, a zonal 
model, or an integrated CFD model? 

Invoke one or more of these optional facilities and perform some 
additional simulations. Contrast the results with those from Exercise 
7–A. 

7.7 CLOSING REMARKS 

This chapter explained that although inter-zone airflows are com­
monly ignored by BPS users, there are modelling options for pre­
dicting these values. Through the required reading and the material 
provided in this chapter, you learnt about the conceptual basis of 
network, zonal, and CFD airflow models. You also learnt about the 



�
�

“Book” — 2020/7/22 — 9:24 — page 123 — #161 �
�

�
�

�
�

Closing remarks • 123 

applicability of each. And you developed an appreciation for the im­
pact of inter-zone airflow rates upon simulation predictions during 
this chapter’s simulation exercises. 

This completes our treatment of heat and mass transfer pro­
cesses occurring within the interior of the building. Our attention 
now turns to the exterior environment. 
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Exterior environment 
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Energy balances at 
external surfaces & 
weather 

T his part of the book focuses on heat transfer processes relev­
ant to the exterior environment. An energy balance at external 

surfaces is developed in this chapter, and then the important topic 
of weather data is treated. 

Chapter learning objectives 

1. Become cognizant of all the terms appearing in the energy 
balances representing external surfaces. 

2. Appreciate the influence of exterior environmental conditions 
on all the mass and energy balances seen thus far. 

3. Understand where weather files come from and their limita­
tions. 

4. Appreciate how typical meteorological year weather files are 
composed and when they should be used. 

5. Realize the sensitivity of simulation predictions to weather 
data. 

127 



�
�

“Book” — 2020/7/22 — 9:24 — page 128 — #166 �
�

�
�

�
�

 

128 • Energy balances at external surfaces & weather 

8.1 ENERGY BALANCE AT EXTERNAL SURFACES 

Some of the individual heat and mass transfer processes occur­
ring between a building and its surrounding environment were dis­
cussed in Chapter 1 (see Section 1.1). These types of heat transfer 
and mass transfer processes were then illustrated schematically in 
Figure 2.1. Chapter 2 described approaches for forming mass and 
energy balances for the building interior. Our attention now turns to 
the energy balances that are formed for each external surface of 
the building. 

Consider the external surfaces illustrated in Figure 2.1. Each 
above-grade (above-ground) surface will experience convection 
heat transfer with the outdoor air and may absorb solar radiation, 
depending upon the sun position. Each of these surfaces will also 
exchange longwave radiation with objects in the external environ­
ment that it views: the ground surface, surrounding buildings and 
structures, atmospheric gases and clouds, and outer space. And 
heat will be transferred from the mass of the materials compris­
ing the envelope assemblies to these external surfaces (or the re­
verse). Surfaces in contact with the ground (below-grade) will also 
exchange heat via conduction with the surrounding soil. 

All of these heat transfer processes are illustrated schematically 
for the single external surface depicted in Figure 8.1, where an infin­
itesimally thin control volume is drawn around the surface. Drawing 
upon the methods detailed in Chapter 2, a first law energy balance 
can be formed for this control volume: 

qsolar→e + qcond,m→e = qconv,e→oa + qlw,e→env + qe→grd (8.1) 
env 

The subscript e represents the external surface under consid­
eration. All terms in this equation are expressed in W. qsolar→e is 
the rate at which incident solar radiation is absorbed by the surface. 
qcond,m→e is the rate of heat transfer from the mass of the envel­
ope construction into surface e. qconv,e→oa is the rate of convection 
heat transfer from surface e to the outdoor air. qlw,e→env is the net 
exchange of longwave radiation from surface e to an object in the 
exterior environment env. This term appears in a summation be­
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Figure 8.1: Energy balance at external surface e (control volume 
indicated by ) 
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cause surface e will exchange radiation with a number of entities, 
as explained above. 

The qsolar→e, qconv,e→oa , and qlw,e→env terms are only pertinent for 
above-grade surfaces. For below-grade surfaces, qe→grd represents 
the heat transfer from surface e to the surrounding soil. 

An energy balance in the form of Equation 8.1 is formed for 
each external surface. These are combined with the mass and en­
ergy balances describing the indoor environment and the building 
envelope and then collectively solved using the methods elaborated 
in Section 2.8 for each timestep of the simulation. 

Although the methods used to represent each of the terms in 
Equation 8.1 will only be treated in later chapters, the importance 
of exterior environmental conditions on this energy balance is ob­
vious. The position of the sun, conditions in the lower and upper 
atmosphere, and ground reflectivity (influenced by snow cover) will 
affect qsolar→e, while qconv,e→oa will depend upon the outdoor air tem­
perature as well as wind velocity adjacent to the surface. Soil tem-a 
peratures will influence the env qlw,e→env and qe→grd terms, while 
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the former will also be impacted by the presence and temperature 
of atmospheric gases and clouds. 

8.2 INFLUENCE OF ENVIRONMENTAL CONDITIONS 

The impact of exterior environmental conditions is not limited to the 
terms of the external surface energy balance (Equation 8.1). The 
mass and energy balances for the indoor environment that we have 
already seen also require knowledge of environmental conditions. 
The atmospheric pressure, wind velocity, and the outdoor air tem­
perature and humidity influence the air infiltration terms of the mass 
balances on dry air (Equation 2.3) and water vapour (Equation 2.6), 
as well as the zone energy balance (Equation 2.13). And the sun 
position, sky conditions, and ground reflectivity influence the term 
for solar absorption that appears in the energy balance for internal 
surfaces (Equation 2.14). 

Table 8.1 summarizes the influence that environmental condi­
tions have on the mass and energy balances we have seen thus far. 
Ideally, all of these influencing environmental parameters would be 
measured at the building site and at a time interval equal to or smal­
ler than the simulation timestep. In this way the BPS tool could, for 
example, predict air infiltration (the subject of Chapter 15) with min­
imal uncertainty by using the wind velocity adjacent to each building 
surface at each timestep. And longwave radiation exchange at ex­
ternal surfaces could be accurately computed using the measured 
temperature of participating atmospheric gases. 

However, this ideal is never realized in practice because some 
of the environmental conditions listed in Table 8.1 are not com­
monly measured. Moreover, rarely are environmental measure­
ments taken at the building site—an impossibility in the case of 
buildings at the design stage. Instead BPS users typically specify 
a weather file whose contents directly or indirectly specify the ne­
cessary boundary conditions. 

8.3 WEATHER FILES AND THEIR LIMITATIONS 

Weather is defined to be the state of the atmosphere at a given loc­
ation. This includes the movement of air; its pressure, temperature,
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and humidity; precipitation; and the type and extent of cloud cover 
in the troposphere and beyond. 

Motivated by a desire to improve the safety of marine navigation, 
governments in some parts of the world formalized the observation 
and forecasting of weather in the 19th century. The instrumentation 
and techniques for observing weather evolved over time, and im­
portant new uses for these data emerged. Thanks to these weather 
observations and forecasts, farmers could better plan crop plant­
ings and harvests, the safety of marine and air navigation improved, 
and people could plan their daily activities with more certainty. 

The previous section made clear the importance of the know­
ledge of environmental conditions to BPS models. Sadly, these 
needs have never been given a great deal of consideration by the 
weather observation community. As stated by Crawley and Barnaby 
(2019), BPS has always had to “make do” with whatever data has 
been gathered for other purposes. 

For starters, most weather data available to BPS users have 
only been logged at one-hour intervals, despite the fact that some 
weather parameters—in particular wind velocity and cloud cover— 
can fluctuate at much higher frequencies. Usually the prevailing 
conditions measured at the top of the hour (e.g. 13h00) are logged. 

Figure 8.2, which plots wind speed measurements that were 
taken at a building site, illustrates the drawback of hourly data. The 
wind speed measurements were taken at 1-minute intervals (indic­
ated by symbols). However, only the values measured at the top 
of each hour (indicated by symbols) would be logged in an hourly 
weather file and therefore available to a BPS tool. When BPS tools 
are operated with sub-hourly timesteps (as you may have been do­
ing in the simulation exercises), the hourly values from the weather 
file are usually interpolated to estimate the weather parameters for 
the prevailing timestep. A linear interpolation of the hourly data is 
also shown in the figure ( ). This is how most BPS tools would 
represent wind speed as a boundary condition. The poor corres­
pondence between the hourly interpolation and the 1-minute data 
that is clearly seen in Figure 8.2 means that wind speed—and other 
highly fluctuating weather conditions—can be inaccurately repres­
ented when hourly weather files are employed. 
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Figure 8.2: Wind speed measured at a building site: comparison of 
interpolation of hourly data to measurements at 1-minute intervals 

The treatment of solar radiation is another issue. As indicated 
in Table 8.1, knowledge of atmospheric scattering is required to 
calculate the solar absorption terms for surface energy balances. 
This is accomplished using two measurements of solar radiation, 
which can be combined to determine the beam and diffuse irra­
diance to horizontal surfaces. Recall from Section 3.3 that diffuse 
radiation has been scattered by the earth’s atmosphere while beam 
radiation has not. The beam and diffuse irradiance components are 
illustrated schematically in Figure 8.3. 

Weather files either contain direct normal irradiance (DNI) and 
diffuse horizontal irradiance (DHI), or global horizontal irradiance 
(GHI) and DHI. DNI can be measured with a pyrheliometer moun­
ted on a tracking device that keeps the instrument aimed at the 
sun at all times. In this way, the device measures only the beam 
irradiance of Figure 8.3 to a surface whose normal is kept aligned 
with the beam: Gsolar beam→⊥. GHI can be measured with a hori­
zontally mounted pyranometer that has an unobstructed view of 
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Figure 8.3: Beam and diffuse irradiance to a horizontal surface 

the hemisphere above. As such, it represents the sum of the beam 
and diffuse components shown in Figure 8.3 that irradiate the hori­
zontal: Gsolar beam→ + Gsolar diff→ . And DHI can be measured with 
a pyranometer fitted with a tracking shading device that blocks the 
beam component from striking the sensor. As such, it measures 
Gsolar diff→ . 

Unlike most other weather parameters, which are logged at the 
top of the hour, the solar radiation values contained in standard 
weather files represent integrated quantities over the previous hour, 
e.g. the value logged at 15h00 is the integrated quantity from 14h00 
to 15h00. Although this does not allow BPS tools to consider the 
impact of short-term effects, such as fast-moving clouds, at least 
the boundary conditions consider all the solar energy received over 
the hour. 

That said, unfortunately the vast majority of weather files comes 
from weather stations that lack pyrheliometers and pyranometers. 
As a consequence, in most cases the DNI, GHI, and DHI data in 
weather files are not directly measured, but rather are estimated 
by models that predict these quantities from observed cloud cover 
data. Although such modelling methods can provide reasonably ac­
curate estimates on a daily integrated basis, the errors on an hourly 
basis can be significant. In fact, the root-mean-square errors of the 
modelling of hourly GHI using such approaches has been observed 
to be in the order of 30 % (Crawley and Barnaby, 2019). Newer 
models that operate on satellite observations rather than station­
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based cloud observations offer the potential to improve the accur­
acy of solar radiation data in weather files (Huang, 2019), so this is 
an area that will hopefully be improved in the future. 

Another important issue is the absence of measurements of 
some of the required boundary conditions listed in Table 8.1. Al­
though some weather file formats include fields for ground reflectiv­
ity, very few measurements are available in practice so this field is 
rarely populated. As well, most of the environmental parameters re­
quired to calculate longwave radiation from external surfaces are 
absent from standard weather files, and rarely do the files contain 
data on soil temperatures in the vicinity of a building. 

It is important for the user to understand the inherent limitations 
of weather data and the uncertainty this contributes towards BPS 
analyses. The task for the user usually comes down to making an 
appropriate choice amongst the available weather files. 

8.4 WHICH WEATHER FILE? 

Which weather file to use depends greatly upon the objectives of the 
BPS analysis. For starters, you should choose a weather file from a 
station that is located in geographical proximity to the building site, 
or at least from one that has similar meteorological conditions. Keep 
in mind that most weather stations are located at airports where 
conditions may differ from nearby urban or suburban settings due 
to urban heat island effects, which often result in warmer temper­
atures in cities compared to surrounding rural areas. Additionally, 
wind velocities are strongly influenced by local topography and the 
placement of surrounding buildings and structures. 

For some types of analyses we want to supply the BPS tool with 
boundary conditions that replicate as closely as possible conditions 
that were actually observed for a given period of time. In such cases 
the most appropriate choice would be an actual meteorological year 
(AMY) weather file. Such AMY files are available for thousands 
of locations—particularly in North America and Europe—in some 
cases from the middle of the 20th century to the present time. Users 
should investigate the sources of the data contained in these files, 
and be aware that they may contain some interpolated or modelled 
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data (in addition to solar radiation) that are used to replace erro­
neous or missing values since a file that contains records for each 
hour of the year is normally required. 

Year-to-year weather conditions can vary significantly. Some 
years are warmer, some cooler, some sunnier, some cloudier. In­
deed, no two years share identical weather patterns. For some ana­
lyses we might want to assess the performance of a building and 
its energy systems under the hottest and sunniest conditions, or 
under the coldest and cloudiest. In this case it might be necessary 
to choose amongst the available AMY files, or perhaps to conduct 
simulations with many different AMY files to examine performance 
under varying conditions. 

In many cases we want to assess performance under “typical” 
conditions. This is such a common need that significant efforts have 
been expended to generate files that represent the typical meteor­
ological year (TMY)i. Although these are commonly called weather 
files, they are in fact files that characterize climate rather than de­
scribing observed weather. Climate can be thought of as a long-
term (typically 30 years) average of weather. 

TMY files are structured to contain typical data for each hour 
of an artificial year. As such, they can be used to estimate typ­
ical performance using single-year simulations. They are composite 
files that contain measured (or modelled) weather data drawn from 
many years. It is common to start with several decades of AMY data 
and to compose the TMY file one month at a time. Using a statist­
ical process, the most typical January from the set of AMY files is 
selected, then the most typical February, and so on. The statistical 
process used to select the most typical months considers cumulat­
ive probability distributions of parameters such as minimum, max­
imum, and mean quantities of temperature, humidity, wind speed, 
and solar radiation. 

Most of the weather files available to BPS users have been de­
veloped using the TMY procedure. But it is important to realize that 
there is no universal scheme for composing TMY files. The para­
meters considered and the weights placed upon their importance 

iSometimes called test reference year (TRY). 
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vary, so a given location may have multiple TMY files, each com­
posed from AMY data drawn from different time periods. 

The selection procedure used to compose TMY files tends to 
eliminate months with more extreme weather. As such, despite their 
ubiquity, users should not rely on simulations conducted with TMY 
files to assess design robustness, to estimate peak loads, or to 
predict performance under extreme conditions. That said, single-
year simulations conducted with TMY files can predict long-term 
energy consumption with reasonable accuracy (Crawley and Barn­
aby, 2019). 

In addition to AMY and TMY files, there have also been efforts 
to create or adjust weather files to account for urban heat island 
effects and future climate change, which you will explore in greater 
depth during this chapter’s required readings and during one of the 
simulation exercises. Some weather files are also composed to as­
sess extreme weather conditions for testing building resiliency using 
BPS. It is worth noting that these types of weather files are far less 
common, and much less readily available than TMY and AMY files. 

8.5 SOURCES OF WEATHER FILES 

Most BPS tools are shipped with a basic set of weather files, but in 
many cases the user will have to acquire additional data. 

The EnergyPlus weather (EPW) file format was introduced more 
than two decades ago (Crawley et al., 1999) to support the needs of 
the BPS community and has become an unofficial standard, being 
supported by more than 25 BPS tools. EPW is a file format, not a 
source or type of weather file, and as such is used for AMY, TMY, 
and other file types. Although the file format supports sub-hourly 
data, the vast majority of EPW files available to BPS users contain 
hourly records. 

In addition to tool-specific websites, users can find EPW format­
ted weather files from a number of sources. Climate.OneBuilding.Org 
offers thousands of EPW (and other) formatted weather files. Most 
are TMYs that have been generated using various methods and 
base AMY files. Another source is White Box Technologies, which 

http://www.Climate.OneBuilding.Org
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offers TMY files as well as AMY files for the past 20 years for thou­
sands of locations worldwide. 

In addition to these two sources, internet searches can reveal 
countless other sites offering AMY, TMY, and future weather files. 
Users are cautioned to carefully check the provenance of data and 
to ensure that files contain full data records for an entire year, be­
cause some BPS tools may produce unintended consequences 
when they encounter missing weather file records. 

8.6 REQUIRED READING 

Reading 8–A 

Bueno et al. (2013) describe a model for calculating air temperat­
ures inside urban areas based on measurements taken from nearby 
weather stations located in open areas (e.g. airports). 

Read the introduction to this article and answer the following: 

1. At what times of day does the urban heat island effect result 
in the greatest warming of the air within cities compared to 
surrounding rural areas? 

2. What are four physical factors that contribute to the urban 
heat island effect? 

3. Which building types are most affected by the urban heat is­
land effect? 

Reading 8–B 

Belcher et al. (2005) present a method they call morphing to pro­
duce weather data for BPS that accounts for future changes to cli­
mate. 

Read the first three sections of this article and answer the fol­
lowing: 

1. What is a global circulation model? 
2. Why do the outputs of global circulation models have to be 

downscaled to produce BPS weather files? 
3. What are three advantages of the morphing downscaling ap­

proach? 
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4. What is the shift morphing technique for adjusting weather file 
parameters? 

5. What is the stretch morphing technique for adjusting weather 
file parameters? 

8.7 SOURCES FOR FURTHER LEARNING 

•	 Crawley and Barnaby (2019) provide a detailed discussion of 
how environmental boundary conditions are treated in BPS. 
They discuss the characteristics of weather, criteria for select­
ing weather files, weather data formats, TMYs, methods used 
to model solar radiation and to fill missing records, and data 
sources and tools, among other topics. 

•	 Pernigotto et al. (2019) propose a method for creating ex­
treme reference year weather files for testing building resili­
ency using BPS. 

•	 Lauzet et al. (2019) review the methods currently available for 
coupling urban climate models and BPS to better represent 
local microclimate effects. 

•	 Crawley and Lawrie (2015) argue for a change in the common 
practice of employing TMY weather data in BPS analyses. 

8.8 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 8–A 

Create a temperature-versus-time graph for March 6. Plot the out­
door air temperature on this graph. Superimpose on this graph the 
temperature of the external surface of the south wall and the tem­
perature of the external surface of the roof. Do the predicted ex­
ternal surface temperatures agree with your expectations? 

Based upon this graph, how do you think the magnitude and 
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direction of the convection heat transfer between the south wall and 
the outdoor air and between the roof and the outdoor air will vary 
over the day? 

Exercise 8–B 

Create a second graph for plotting the rate of heat transfer (W) 
versus time for the external surface of the roof on March 6. Ex­
tract the simulation predictions for the following heat transfer rates 
and plot these on the graph: 

• Absorbed solar radiation, qsolar→e 

• Convection to the outdoor air, qconv,e→oa 

• Net a longwave radiation exchange to the external environment, 
env qlw,e→env 

• Heat transfer from the mass of the roof’s envelope assembly, 
qcond,m→e 

From this graph examine the magnitude and direction of the con­
vection and longwave radiation terms over the course of the day. 
How do the qconv,e→oa results compare with the prediction you made 
in Exercise 8–A? 

Although the methods used to calculate the longwave radiation 
exchange with the external environment have not yet been ex­
plained (this will be treated in Chapter 11), based upon your graph 
how sensitive do you think the external surface energy balance 
presented in Section 8.1 is to the accurate calculation on this term? 
Predict the impact of a 10 % overestimation or underestimation of 
this term. 

Exercise 8–C 

You have conducted all the previous simulation exercises using the 
2016 version of the Ottawa Canadian Weather for Energy Calcula­
tions weather file (CWEC-2016). This is a TMY file released by the 
Meteorological Service of Canada that was composed from AMY 
weather files from 1998 to 2014 using the procedures outlined in 
Section 8.4. 

The previous version of CWEC released by the Meteorological 
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Service of Canada was composed from older weather data that 
were gathered from the 1950s to the 1990s (CWEC-old). Acquire a 
copy of the CWEC-old Ottawa weather file for this exerciseii. Also, 
acquire a copy of the AMY weather file for 1998 (AMY-1998), the 
warmest year during the 1990s decadeiii. 

Using your BPS tool or a separate utilityiv determine the average 
annual outdoor air temperature in the CWEC-2016 weather file as 
well as the coldest and hottest temperatures over the year. Also, de­
termine the global horizontal irradiance integrated over the year in 
GJ. Repeat this analysis for the CWEC-old and AMY-1998 weather 
files. 

How do the average, minimum, and maximum outdoor air tem­
peratures vary between these three weather files? How does the 
annually integrated global horizontal irradiance vary between these 
three weather files? What impact do you expect these variations to 
have upon the annual space heating load? And upon the annual 
space cooling load? 

Exercise 8–D 

Perform three simulations using the CWEC-2016, CWEC-old, and 
AMY-1998 weather files. Compare the annual space heating loads 
and annual space cooling loads from these three simulations. Are 
these results in agreement with your expectations from Exercise 
8–C? 

What is your explanation for the differences between the CWEC­
2016 and CWEC-old simulations? Think of a situation where it 
would be appropriate to use AMY weather data rather than TMY 
weather data. 

iiThis can be downloaded from Climate.OneBuilding.Org or the book’s com­
panion website. 

iiiThis can be downloaded from the Meteorological Service of Canada or the 
book’s companion website. 

ivThe National Renewable Energy Laboratory’s DView and Big Ladder Soft­
ware’s Elements tools are both freely available and handy for such tasks. 

http://www.Climate.OneBuilding.Org
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Exercise 8–E 

You learned about the morphing method to produce weather data 
to account for future climate change during Reading 8–B. In this 
exercise you will apply the shift and stretch morphing techniques to 
the CWEC-2016 weather file to examine the impact of future climate 
change upon BPS predictions. 

Examine one possible future climate scenario by increasing the 
ambient air temperature by 1 ◦C for each hour of the year. This can 
be accomplished by manipulating the CWEC-2016 weather file us­
ing the Elements software mentioned in Exercise 8–C. Use Ele­
ments’ offset tool to accomplish this shifting morph. Perform a sim­
ulation with this morphed weather file and determine the annual 
space heating load and the annual space cooling load. 

Now examine another possible future climate scenario by re­
ducing the GHI by 2 % for each hour of the year. Use Elements’ 
scale tool to accomplish this stretch morph. Perform another sim­
ulation with this morphed weather file and determine the annual 
space heating load and annual space cooling load. 

Compare these results with those produced in Exercise 8–D. Do 
the results agree with your expectations? Comment on the uncer­
tainty of future weather trends and how this should be considered 
in conducting BPS analyses. 

8.9 CLOSING REMARKS 

This chapter described how energy balances are formed at external 
building surfaces. Like the mass and energy balances we previously 
examined for the building interior, these external surface energy bal­
ances contain terms that are evaluated by models at each timestep 
of the simulation. 

The remaining chapters of Part III of the book describe most of 
these models. Chapter 9 explains how the solar radiation absorbed 
at external surfaces (qsolar→e) is calculated. Chapter 10 shows how 
the qconv,e→oa term representing convection heat transfer between 
external surfaces and the outdoor air is evaluated, while the radi­
ation exchange between external surfaces and the exterior envir­a 
onment in the longwave spectrum ( env qlw,e→env ) is dealt with in 
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Chapter 11. Finally, Chapter 12 discusses how heat transfer to the 
surrounding soil (qe→grd) is treated. 

All of the models used to calculate these heat transfer terms re­
quire boundary conditions that describe the state of the exterior en­
vironment. This chapter explained that these exterior environmental 
conditions are directly or indirectly determined from data contained 
in a weather file chosen by the user. The above-mentioned chapters 
will detail how these weather data are used. 

Some of the limitations—most importantly, hourly resolution and 
lack of solar radiation measurements—of the weather files avail­
able to BPS users were elaborated in this chapter. The distinctions 
between AMY, TMY, and other weather file types were explained 
and guidance was given on selecting appropriate files. Through the 
chapter’s simulation exercises you developed an appreciation for 
the impact of weather data on predictions. 



http://taylorandfrancis.com


�
�

“Book” — 2020/7/22 — 9:24 — page 145 — #183 �
�

�
�

�
�

C H A P T E R 9 

Solar energy absorption 
by external surfaces 

T his chapter describes how solar irradiance to external build­
ing surfaces is determined based upon the data contained in 

weather files. 

Chapter learning objectives 

1. Understand the modelling options available for calculating the 
solar irradiance of external building surfaces. 

2. Understand how the solar radiation data contained in weather 
files are used in these calculations. 

3. Appreciate the inherent uncertainties associated with estim­
ating the contributions of diffuse and ground-reflected solar 
irradiance. 

4. Understand the types of models available for calculating the 
impact of shading by building elements and external objects. 

5. Discover the optional methods for calculating solar irradiance 
and shading that are available in your chosen BPS tool and 
their impact. 

145 
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9.1 MODELLING APPROACH 

The external surface energy balance expressed by Equation 8.1 
includes the term qsolar→e. This is the rate at which solar radiation is 
absorbed by the surface under consideration. In a manner similar 
to the treatment of solar radiation absorption at internal surfaces 
(Chapter 3), qsolar→e can be calculated from the incident irradiance: 

qsolar→e = αsolar ,e · Ae · Gsolar→e (9.1) 

where Gsolar→e is the solar irradiance (W/m2) incident upon the sur­
face. 

As discussed in Section 1.1, the direction and magnitude of this 
irradiance depends on many factors: scattering by the earth’s atmo­
sphere, the geometrical relationship between the building and the 
sun, shading by surrounding objects, reflection off the ground, etc. 
It is common for BPS tools to treat the global incident irradiance as 
the summation of three components: 

Gsolar→e = Gsolar beam→e + Gsolar diff→e + Gsolar grd→e (9.2) 

Gsolar beam→e is the solar irradiance that has travelled along a 
direct beam from the sun to the building surface without being scat­
ted by the earth’s atmosphere and without being reflected off the 
ground or other surfacesi. This component of irradiance has a single 
angle of incidence with the building surface, although this angle 
will, of course, change throughout the day and throughout the year. 
Gsolar diff→e is the solar irradiance that has been scattered by the 
earth’s atmosphere and as such does not have a single angle of 
incidence. Gsolar grd→e is the solar irradiance that is directed to the 
surface after reflecting off the ground. 

Substituting Equation 9.2 into Equation 9.1 yields: 

qsolar→e = αsolar ,e · Ae · Gsolar beam→e + Gsolar diff→e + Gsolar grd→e 

(9.3) 
This equation implicitly assumes that the three components of 

iIt is sometimes known as direct irradiance. 
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irradiance are uniform over the surface. This will not be strictly cor­
rect when, for example, a portion of the surface is shaded by an­
other part of the building or by a surrounding object. However, this 
assumption is necessary given that the energy balance of Equation 
8.1 is formed for the external surface in its entirety. 

Ae in Equation 9.3 is the surface area (m2) which is determined 
from the geometrical input provided by the user. αsolar ,e is the total 
hemispherical absorptivity in the solar spectrum. Values for each 
surface are supplied by the user. In some tools users may not be 
aware that they are prescribing the αsolar ,e values because if they 
select construction materials from the tool’s default databases they 
may be accepting the αsolar ,e values chosen by the tool developers. 
You will explore the impact of αsolar ,e during one of this chapter’s 
simulation exercises. 

The remaining variables that need to be established in order to 
calculate the required qsolar→e heat transfer rate to each external 
surface using Equation 9.3 are, therefore, Gsolar beam→e, Gsolar diff→e, 
and Gsolar grd→e. These quantities will vary from surface to surface, 
and in time. 

The first step in calculating these irradiance quantities is to de­
termine the beam and diffuse irradiance to a horizontal surface 
based on the data contained in the weather file. 

9.2 BEAM AND DIFFUSE IRRADIANCE TO THE HORIZONTAL 

Recall from Section 8.3 that weather files specify solar radiation 
either in terms of DNI (Gsolar beam→⊥) and DHI (Gsolar diff→ ), or in 
terms of GHI (Gsolar beam→ + Gsolar diff→ ) and DHI. These two ap­
proaches are alternate ways of specifying equivalent data. 

This can be seen by recognizing that DNI is measured normal 
to the solar beam while GHI and DHI are measured on a horizontal 
plane (refer to Figure 8.3). In the case of GHI/DHI data, the beam 
radiation to the horizontal surface can be determined from: 

Gsolar beam→ = GHI − DHI (9.4) 

Trigonometry can be used to relate the result of Equation 9.4 
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to DNI if the angle between the solar beam and the horizontal is 
known: 

Gsolar beam→sin ηalt = (9.5)
Gsolar beam→⊥ 

ηalt is the angle between the solar beam and the horizontal. 
Known as the solar altitude ii, this angle is illustrated in Figure 9.1 for 
a horizontal surface placed at a latitude (Φ) in the northern hemi­
sphere. 

Figure 9.1: Latitude (Φ), solar declination (δ), and solar altitude (ηalt ) 
on a day at solar noon 

The solar altitude can be determined from three fundamental 
angles of solar radiation geometry that describe the location of 
the horizontal surface on earth, the earth’s rotation about its axis, 
and the earth’s orbital rotation about the sun: latitude, hour angle, 
and declination. The latitude is input by the user, either directly or 
through the selection of a weather file. 

iiAlso referred to as the solar elevation angle, it is the complement of the solar 
zenith angle. 
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The earth rotates 15 ◦/h about its axis (one full rotation per 
day). The solar hour angle (Ω) represents the angular displacement 
between the sun’s beam radiation and the local meridian, where for 
example, Ω is −15◦ at 11h00 solar time and Ω is 82.5◦ at 17h30 
solar time. BPS tools calculate Ω from the time of day and the 
site’s longitude, usually with adjustments to account for the discrep­
ancy between solar noon and local noon due to perturbations in the 
earth’s rotational speed caused by its orbital path around the sun. 

The earth’s axis of rotation is tilted at an angle of 23.45◦ relat­
ive to it’s orbital plane about the sun. As a result, a direct line drawn 
from the centre of the sun to the centre of the earth will bisect points 
in the northern hemisphere during the northern hemisphere’s sum­
mer, and will bisect points in the southern hemisphere during the 
southern hemisphere’s summer. 

During the summer the apparent motion of the sun is such that 
it rises earlier in the day, reaches a higher point at noon, and sets 
later. The solar declination angle (δ) is defined to be the angle 
between the sun’s beam radiation at solar noon and the equatorial 
plane. This is illustrated in Figure 9.1. Over the course of the year 
it varies within the range of −23.45◦ < δ < 23.45◦. It is commonly 
approximated by BPS tools as a sinusoidal function over the year, 
although more complex functions that account for the earth’s ellipt­
ical orbit about the sun are sometimes employed. 

The solar altitude can be calculated from these three funda­
mental angles (Kreith and Kreider, 1978): 

ηalt = sin−1 sin Φ · sin δ + cos Φ · cos δ · cos Ω (9.6) 

As δ varies throughout the year and Ω varies throughout the day, 
Equation 9.6 can be used to calculate the solar altitude angle as a 
function of time. For instance, Figure 9.2 plots ηalt calculated with 
Equation 9.6 over the course of three days for a latitude of 50 ◦N. 
As can be seen, compared to November and March, the sun rises 
earlier in July and attains a much higher solar altitude at nooniii. 

Most BPS tools use the above procedures to calculate the 

iiiSunEarthTools provides a sun position tool that is very helpful in understand­
ing the apparent motion of the sun. 
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Figure 9.2: Solar altitude angle versus time of day for a latitude of 
50 ◦N 

beam and diffuse irradiance to the horizontal. They either calculate 
Gsolar beam→ using Equation 9.4, or they calculate it using Equa­
tions 9.5 and 9.6. In both cases Gsolar diff→ is mapped directly from 
the weather file’s DHI. 

The following sections describe the techniques used by BPS 
tools to determine the three components of irradiance to the ex­
ternal surface that are required by Equation 9.3 from Gsolar beam→ 

and Gsolar diff→ . 

9.3 BEAM IRRADIANCE TO A BUILDING SURFACE 

It is necessary to determine the orientation of the surface un­
der consideration relative to the solar beam in order to calculate 
Gsolar beam→e. The orientation of the surface can be defined using 
the two angles illustrated in Figure 9.3: the surface slope and azi­
muth. 

The slope of the surface (β) is the angle between the plane of 
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Figure 9.3: Slope and azimuth angles of surface e 

the surface and the horizontal as seen in an elevation view of the 
building (left side of Figure 9.3). For example, β = 90◦ for a vertical 
wall and β = 0◦ for a flat roof. 

The surface azimuth (γ) is the angle formed between the ho­
rizontal projection of the surface normal and the local meridian as 
seen in a plan view of the building (right side of Figure 9.3). In the 
northern hemisphere a wall facing due south has γ = 0◦ and a wall 
facing due east has γ = −90◦ . 

BPS tools that represent building geometry explicitly will de­
termine β and γ from the geometry data provided by the user (e.g. 
vertex coordinates). Those that represent geometry abstractly will 
require the user to provide β and γ as input values. 

The angle formed between the surface normal and the solar 
beam can be determined from these surface orientation angles and 
the three fundamental angles of solar radiation geometry that were 
previously defined (Kreith and Kreider, 1978):  

−1θ = cos sin δ sin Φ cos β − sin δ cos Φ sin β cos γ 

+ cos δ cos Φ cos β cos Ω + cos δ sin Φ sin β cos γ cos Ω  
+ cos δ sin β sin γ sin Ω

(9.7) 
where θ is known as the incidence angle. 
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Using Equation 9.7 the BPS tool can calculate the incidence 
angle given the surface orientation, the location of the building on 
earth, the time of year, and the time of day. And this angle can be 
used to relate the beam irradiance to the surface to the DNI: 

Gsolar beam→e cos θ = (9.8)
Gsolar beam→⊥ 

Finally, the beam irradiance to the surface under consideration 
can be determined by combining Equations 9.5 and 9.8: 

Gsolar beam→e 

G  →⊥ 

solar beam→e = Gsolar beam→ · 

 
Gsolar beam

Gsolar beam→ 

G

 
solar beam→⊥ 

 
(9.9) 

cos θ 
= Gsolar beam→ · 

sin ηalt 

Most BPS tools employ relations similar to Equation 9.6 at each 
timestep of the simulation to calculate the solar altitude, and rela­
tions like Equation 9.7 to determine the incidence angle of the beam 
radiation to each external surface. As these depend only upon the 
geometrical relationship between the surface under consideration 
and the sun, apart from the uncertainly in determining Gsolar beam→ 

from weather file data (as discussed in Chapter 8) most BPS tools 
can accurately determine the first irradiance component required 
by Equation 9.3 using Equation 9.9. 

9.4 DIFFUSE IRRADIANCE TO A BUILDING SURFACE 

The term Gsolar diff e in Equation 9.3 accounts for the absorption of →
solar radiation that has been scattered by the earth’s atmosphere. 
As such, it represents the absorption by the surface under consider­
ation of irradiance coming from many directions over the sky dome. 

The directional distribution of this diffuse irradiance depends 
upon the turbidity of the atmosphere, including effects from clouds, 
aerosols, smog, etc. Duffie and Beckman (2006) present meas­
ured data that illustrate the variability of the diffuse solar intensity 
across the sky dome. On clear days the intensity is greatest in the 
region around the sun disk. This is caused by forward scattering 
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Figure 9.4: Diffuse irradiance from sky dome, circumsolar region, 
and horizon 

Many models have been developed to represent these complex 
phenomena in order to predict the diffuse solar irradiance to sur­
faces of arbitrary orientation, that is Gsolar diff e. The simplest of →
these, which is used by many BPS tools, is the isotropic model, 
which essentially ignores circumsolar and horizon brightening. The 
diffuse irradiance is treated as being of uniform intensity from all 
directions. As such, the diffuse solar irradiance to the surface under 
consideration can be easily determined from Gsolar diff→ once the 
view factor (refer to Section 5.4) from the sky dome to the surface 
has been determined: 

Ae · Gsolar diff e = fsky dome e · A→ →
�

sky dome · Gsolar diff→ 

�
(9.10) 

Making use of reciprocity (Equation 5.8), this can be rearranged 

Diffuse irradiance to a building surface • 153 

and is commonly called circumsolar diffuse irradiance. Based upon 
their measurements, Perez et al. (1990) observed that this forward 
scattering is most pronounced under conditions of thin or scattered 
clouds, or when the atmosphere has a high aerosol content. There 
also tends to be increased intensity near the horizon under clear sky 
conditions, an effect caused by Rayleigh scattering and is known as 
horizon brightening. 

Figure 9.4 illustrates the circumsolar and horizon brightening 
effects. These are often thought of as superimposed on top of a 
sky dome that is irradiating isotropically (equally in all directions). 
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to express the diffuse irradiance to the surface in terms of the sur­
face’s view factor to the sky dome: 

Asky dome
Gsolar diff→e = · fsky dome→e · Gsolar diff→
Ae (9.11) 
= fe→sky dome · Gsolar diff→ 

The view factor from the surface to the sky dome depends only 
upon the surface’s slope: 

1 + cos β
fe→sky dome = (9.12)

2 

Although easy to implement, the isotropic model of Equations 
9.11 and 9.12 tends to underestimate the diffuse irradiance to most 
vertical surfaces (Perez et al., 1990). Consequently, many more 
complex models have been developed to more accurately predict 
the diffuse irradiance of tilted surfaces from the solar data contained 
within weather files. Many of these separately predict the isotropic, 
circumsolar, and horizon components illustrated in Figure 9.4 and 
sum them to determine the total diffuse irradiance to the surface. 
One of these anisotropic models that has been implemented into 
many BPS tools is by Perez et al. (1990): 

Gsolar diff→e = Gsolar diff→ 

· (1 − F1) · fe→sky dome (9.13) 
a 

+ F1 · + F2 · fe→horizon b 

The first term in the square brackets represents the isotropic 
component from the sky dome, while the second and third terms 
represent circumsolar and horizon brightening, respectively. 

The second term of Equation 9.13 represents the circumsolar 
component, which is considered to have the same angle of incid­
ence as the beam irradiance. The ratio a

b is used to relate the irradi­
ance to the tilted surface to that on the horizontal. a is a function of 
the angle of incidence with the surface under consideration, while 
b depends upon the solar altitude. For most sun positions this ratio 
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cos θassumes the value , the same factor as was seen in Equation sin ηalt 

9.9. 
Equation 9.13 contains two empirical factors. F1 is the circum­

solar brightening coefficient and F2 is the horizon brightening coef­
ficient. These are given as empirical functions of three parameters: 
the sun altitude, a sky clearness index, and a sky brightness in­
dex. The clearness index can be calculated from solar irradiance 
data contained within the weather file and indicates whether the 
sky is completely overcast, clear with low turbidity, or somewhere in 
between these extremes. The sky brightness index can also be cal­
culated from weather file data and represents the opacity and thick­
ness of the clouds. Because these indices span the full range of sky 
conditions, the Perez model is known as an all-weather model. 

Parametric equations relate F1 and F2 to sun altitude, sky 
clearness, and sky brightness. Perez et al. regressed these equa­
tions using detailed measurements taken with pyrheliometers and 
pyranometers at six sites across the USA and at three sites in 
Europe to establish their empirical coefficients. Additional measure­
ments from these sites and five others were then used to validate 
the model. 

Many other anisotropic models exist. Some are cast in a form 
similar to Equation 9.13 to predict the isotropic, circumsolar, and 
horizon components, while others have different functional forms. 
Some are analytical in nature, but most have been regressed using 
measured data sets. You will gain a better understanding of the 
available models and their accuracies through one of this chapter’s 
required readings. 

It is important to realize that all BPS tools have a default 
model—whether that be isotropic or anisotropic—and some tools 
offer the user alternatives. You will explore which approaches are 
available in your chosen BPS tool during one of this chapter’s sim­
ulation exercises. 
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9.5	 GROUND-REFLECTED IRRADIANCE TO A BUILDING 
SURFACE 

The ground will reflect a portion of the incoming solar irradiance, 
and some of this will be directed towards the surface under consid­
eration. Although some types of ground surfaces reflect specularly, 
and others have directionally dependent properties, it is common 
practice for BPS tools to treat the ground as a diffuse reflector. With 
this approach, all beam and diffuse irradiance incident on the ho­
rizontal is assumed to be reflected equally in all directions (Figure 
9.5): 

Gsolar grd→sky dome = ρgrd · Gsolar beam→ + Gsolar diff→ (9.14) 

where ρgrd is the total hemispherical reflectivity of the ground. 

Figure 9.5: Ground-reflected irradiance 

The ground-reflected irradiance to the building surface that is 
required by Equation 9.3 can be determined from the above quant­
ity by making use of view factors and reciprocity, as was done for 
diffuse irradiance in Section 9.4: 

Gsolar grd→e = fe→grd · Gsolar grd→sky dome (9.15) 

The view factor from the surface to the ground can be determ­
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ined by making use of Equation 9.12: 

fe→grd = 1 − fe→sky dome 

(9.16)1 − cos β 
= 

2 

Since Gsolar beam→ and Gsolar diff→ can be determined from the 
weather file data, once ρgrd is established Gsolar grd→e can be calcu­
lated with Equations 9.14 to 9.16. 

However, establishing accurate ρgrd values is a non-trivial task, 
as the reflectivity is strongly dependent upon the ground cover. For 
example, asphalt may have a ground reflectivity in the order of 0.05 
to 0.15, whereas ρgrd for a grass covered field could be in the range 
of 0.15 to 0.25, depending on the age, type, height, and moisture 
content of the grass. Freshly fallen snow may have a reflectivity as 
high as 0.95, but values of 0.5 or lower can occur for aged snow that 
has melted and refrozen. Cloud cover and the incidence angle of 
the solar irradiance are also determinants, so ρgrd not only depends 
upon vegetation and seasonal effects, but can also vary throughout 
the day. 

Notwithstanding this complexity, it is common practice for BPS 
tools to treat ρgrd as time-invariant. Most tools use a default value of 
0.2, but this can usually be overridden by the user, in some cases 
with monthly values. Some tools have optional methods to augment 
ρgrd if the weather file indicates the presence of snow on the ground. 
However, most weather files have sparsely populated and some­
times inaccurate snow data, so such approaches can lead to unin­
tended consequences. Although the commonly used EPW weather 
file format (see Section 8.5) includes a field for ρgrd , this information 
is usually not included as this quantity is rarely measured. 

Through one of this chapter’s required readings you will learn 
about some models that have been developed to predict ρgrd from 
other data contained in weather files. You will also explore the facil­
ities available in your BPS tools for treating ground-reflected irradi­
ance during one of this chapter’s simulation exercises. 
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9.6 SHADING 

Surrounding objects such as trees and other buildings can cast 
shadows which reduce the beam, diffuse, and ground-reflected 
solar irradiance to the surface. This is also the case for many ar­
chitectural features, such as window fins and overhangs. 

In BPS it is common practice to represent the shading effect of 
these objects by introducing shading factors to Equation 9.3: 

qsolar→e = αsolar ,e · Ae · Fbeam · Gsolar beam→e  
+ Fdiff · Gsolar diff→e + Fgrd · Gsolar grd→e

(9.17) 
where Fbeam, Fdiff , and Fgrd are the shading factors for beam, dif­
fuse, and ground-reflected solar irradiance. The magnitude of these 
factors will vary in time and will depend upon the geometrical rela­
tionship between the shading objects and the surface under con­
sideration, as well as upon sun position and sky conditions. 

Most BPS tools possess models to calculate Fbeam. Some tools 
employ trigonometric relations, but these are limited to simple 
cases. Most BPS tools use a so-called polygon clipping method. 
With these, the shading object and the building surface under con­
sideration undergo geometric transformations whereby they are 
projected onto a coplanar surface that is orthogonal to the sun 
beam. The degree of overlap between these projected surfaces de­
termines the magnitude of Fbeam, with a value of 0 indicating com­
plete shading. Various methods are used to determine the degree 
of overlap, some of which discretize the projected surfaces. 

Some of the polygon clipping methods work well for simple con­
figurations, but can produce significant prediction errors in more 
complex cases (de Almeida Rocha et al., 2017). Pixel counting 
algorithms based on computer graphics rendering have been de­
veloped to address some of these shortcomings (Jones et al., 
2012), although few BPS tools support these capabilities. 

Some BPS tools base the calculation of Gsolar diff→e around the 
isotropic sky assumption, while others treat the sky as anisotropic 
and calculate the shading of the isotropic, circumsolar, and horizon 
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components. It is common for many BPS tools to ignore the shading 
of ground-reflected irradiance, implicitly assuming Fgrd to be 1. 

The magnitude of the shading factors will vary in time due to 
the sun’s apparent motion. To reduce the computational burden, 
many BPS tools do not calculate shading factors at each timestep 
of the simulation. In some cases they will be calculated only once 
per month by default, but often the processing frequency can be 
overridden by the user. 

Some tools automatically consider self-shading effects wherein 
one element of the building shades others. However, this is not uni­
versally the case. With many BPS tools, shading is ignored by de­
fault and the user must take action to invoke optional capabilities 
and provide additional data. 

You will explore the default approaches and optional methods 
provided by your BPS tool during one of this chapter’s simulation 
exercises. 

9.7 REQUIRED READING 

Reading 9–A 

Yang (2016) describes 26 models for predicting diffuse irradiance 
to tilted surfaces based upon horizontal measurements. They also 
evaluate the accuracy of these models through a comparison with 
measured data taken at four locations. 

Read this article in its entirely and find answers to the following 
questions: 

1. What is a transposition factor? 
2. How many families of models are described in this article? 
3. Which was the first model to consider circumsolar brighten­

ing? 
4. Identify some of the models that separately predict the iso­

tropic, circumsolar, and horizon components illustrated in Fig­
ure 9.4 to determine the total diffuse irradiance to the tilted 
surface. 

5. What are the four sites of the measured data used in the val­
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idation? What combinations of surface tilt and azimuth angles 
were examined? 

6. Did they find that one model outperformed all others in every 
combination of site and surface orientation? 

7. Which models were found to provide the best overall agree­
ment with the measured data? 

Reading 9–B 

Dumitrascu and Beausoleil-Morrison (2020) describe a model for 
calculating ρgrd that is based upon empirical measurements. 

Read this article in its entirely and find answers to the following 
questions: 

1. What is an albedometer? 
2. This article includes a plot of the daily averaged ρgrd that was 

measured at one site over the course of a full year. What was 
the range of daily averaged ρgrd they observed? 

3. At what times of the year did the lowest and highest values 
occur? Which month had the greatest variability in daily aver­
aged ρgrd? Why? 

4. What are the five factors that were found to significantly influ­
ence ρgrd? 

5. Figures 7 and 8 of this article plot the global irradiance to a 
south-facing vertical surface on two winter days. What was 
the magnitude of the underprediction of this quantity when 
calculations were performed with ρgrd = 0.2 (a common de­
fault value in BPS tools)? 

9.8 SOURCES FOR FURTHER LEARNING 

•	 Maestre et al. (2013) discuss the importance of accurately 
calculating shading. They review the main classifications of 
shading algorithms and explain why most BPS tools employ 
polygon clipping methods. 

•	 The introduction of Cascone et al. (2011) provides a survey 
of methods that have been developed to calculate the shape 
of shadows cast on windows. 
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•	 de Almeida Rocha et al. (2017) present an experimental valid­
ation of polygon-clipping and pixel-counting shading models. 

9.9 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 9–A 

Solar absorptivity values were specified for the materials form­
ing the external surfaces of all the opaque constructions in the 
Base Case. Now reduce αsolar for the roof’s asphalt shingles from 
0.85 to 0.6 and perform another annual simulation using the same 
timestep. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Are these 
results in line with your expectations? 

Contrast this to your results from Chapter 3 when you altered 
the solar aborptivity of the floor’s internal surface. Which change 
had the greatest impact upon simulation predictions? Provide an 
explanation. 

Exercise 9–B 

Revert to the Base Case. 
What methods does your BPS tool provide for predicting the 

distribution of diffuse solar irradiance? What is your tool’s default 
method? Which method did you use for simulating the Base Case? 

Perform one or more additional simulations using alternate 
methods offered by your BPS tool (e.g. isotropic sky model). What 
impact does this have upon the annual space heating load? And 
upon the annual space cooling load? 

Are these results in line with your expectations based upon the 
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material presented in Section 9.4 and in Reading 9–A? Which mod­
elling option do you think is more appropriate? 

Exercise 9–C 

Revert to the Base Case. 
The Base Case specifications provided little information on the 

ground surfaces surrounding the building. Did you assume a con­
stant value for ρgrd? If so, what value did you assume? If you used 
your BPS tool’s default treatment, then describe what this treatment 
is. 

Perform one or more simulations using alternate methods 
offered by your BPS tool for determining ρgrd . Base your choices 
on what you learned from Reading 9–B. 

Examine the predictions of solar irradiance incident upon the 
exterior surface of the window as a function of time on March 6 
and contrast these predictions to those from the Base Case. What 
impact does this have upon the annual space heating load? And 
upon the annual space cooling load? 

Think of some situations where it would be inappropriate to rely 
on your BPS tool’s default approach. 

Exercise 9–D 

Revert to the Base Case. 
There were no external objects that caused shading of the Base 

Case. Now perform another simulation which considers shading 
caused by a tree located south of the building. The tree has a dia­
meter of 2 m and a height of 10 m. It is aligned with the window and 
is located 10 m south of the building. 

Examine the solar irradiance incident upon the exterior sur­
face of the window as a function of time on March 6 and contrast 
these predictions to those of the Base Case. What impact does this 
change have upon the annual space heating load? And upon the 
annual space cooling load? Are these results in line with your ex­
pectations? 

Based upon these results, comment on the importance of con­
sidering shading effects by surrounding buildings, trees, and other 
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objects. What are some situations in which the complexities of 
shading objects (e.g. size and types of trees, changing leaf cover) 
could be a significant factor? 

9.10 CLOSING REMARKS 

This chapter explained that it is common practice to calculate the 
global solar irradiance to external surfaces as the sum of three com­
ponents: beam, diffuse, and ground-reflected. It showed how the 
beam component can be calculated from weather file data knowing 
the building’s orientation and solar radiation geometry. 

Through one of the required readings and the theory presen­
ted in this chapter, you learnt about the range of possible models 
that are used to calculate the diffuse component. Unlike the de­
terministic methods used to calculate beam irradiance, all these 
diffuse models make assumptions about the directional distribution 
of diffuse irradiance across the sky dome, some accounting for cir­
cumsolar and horizon brightening, while others not. You became 
aware of which diffuse models are available in your chosen BPS 
tool through the simulation exercises, and realized the actions re­
quired to invoke them. 

This chapter and one of its required readings also explained that 
user choices on the treatment of ground reflectivity can significantly 
impact the calculation of the ground-reflected irradiance compon­
ent. You saw first hand this impact through one of the simulation 
exercises. 

An overview of the methods used to account for the shading of 
external surfaces by other building elements or surrounding objects 
was also provided, and you learnt how to invoke these facilities in 
your chosen BPS tool through one of the simulation exercises. 
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Convection heat 
transfer at external 
surfaces 

T his chapter describes methods commonly used for calculating
 
the convection heat transfer at external building surfaces.
 

Chapter learning objectives 

1. Understand how convection heat transfer is represented in 
external surface energy balances. 

2. Recognize BPS tool default and optional methods for determ­
ining convection coefficients. 

3. Appreciate the complexities associated with establishing local 
wind speeds required by convection models. 

4. Realize the sensitivity of simulation predictions to tool defaults 
and user choices. 

165 
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10.1 MODELLING APPROACH 

The qconv,e→oa term in the external surface energy balance ex­
pressed by Equation 8.1 represents the convection heat transfer 
from surface e to the outdoor air. As with convection at internal sur­
faces (see Chapter 4) this term is commonly modelled using New­
ton’s law of cooling: 

qconv,e→oa = Ae · hconv,e · (Te − Toa ) (10.1) 

where Ae is the surface area (m2), Te the surface temperature (◦C), 
and Toa the outdoor air temperature (◦C). 

As we saw when we studied convection at internal surfaces, the 
coefficient hconv,e (W/m2 K) characterizes the convection regime. 
Establishing appropriate values for hconv,e is key to accurately pre­
dicting qconv,e→oa . 

The convection at the external surface may be driven by buoy­
ancy or be caused by forced effects due to wind. In many cases 
both effects will be present. Consequently, the building’s geometry, 
local wind speed and direction, and the surface and outdoor air 
temperatures can all influence hconv,e. The geometry and proximity 
of surrounding buildings and topographical features can also impact 
local airflow patterns, and thus determine the local wind speed and 
direction over the surface under consideration. 

Given this complexity, it is not surprising that many models have 
been developed to establish hconv,e coefficients. 

10.2 CONVECTION CORRELATIONS 

Most of the hconv,e models used by BPS tools have been derived 
from experimental data. For example, Walton (1983) developed the 
following relation for vertical surfaces: 

hconv,e = hnatural + hforced
 

1/2
 
1/3 PL · V1/2= 1.31 · |Te − Toa| + 2.537 · Wf · Rf · eA 

(10.2) 
The first term in this equation represents the contribution of nat­

ural convection effects. This was derived by Walton from the correl­
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ations of Churchill and Chu (1975), which are based on experiments 
conducted with small, isolated flat plates. 

The second term of Equation 10.2 represents the contributions 
of forced convection effects caused by wind. It is based on data 
gathered by Sparrow et al. (1979) from experiments conducted with 
small, isolated flat plates in a wind tunnel. PL represents the length 
of the wall’s perimeter (m) while A is its area (m2). Walton included 
the Rf parameter (−) to augment (by up to two times) the convec­
tion coefficient for rough wall surfaces. 

Walton’s model includes two terms to account for the impact of 
the local wind speed. Ve in Equation 10.2 is the local wind speed 
at the height of surface e (m/s). The wind speed data contained in 
most weather files has been measured at a height of 10 m above the 
ground surface. An empirical relationship representing the shape of 
the wind’s boundary layer over the ground surface is used to de­
termine the local wind speed from the data contained in the weather 
file: 

awindHeVe = Vwind · bwind · (10.3)
Hwind 

Vwind is the wind speed from the weather file (m/s), He is the 
height of surface e (m), and Hwind is the height at which the weather 
file’s wind speed has been measured (m). awind and bwind are unit-
less empirical constants that describe the shape of the atmospheric 
boundary layer. These depend upon the local terrain. The values 
of these coefficients are such that Equation 10.3 determines lower 
values of Ve in urban areas and city centres than in open and rural 
areas. 

The unitless parameter Wf is the second term in Equation 10.2 
that accounts for the local wind speed. When the wind direction in 
the weather file is within 100◦ of the surface normal, the surface is 
considered to be windward and Wf takes a value of 1. Otherwise 
the surface is considered to be leeward and Wf takes a value of 0.5. 
This approach assumes that the wind direction at the building site 
is the same as that recorded in the weather file, which essentially 
ignores the potential for the local terrain and surrounding buildings 
to alter wind directions. 

In contrast to models such as Walton’s that are based on 
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reduced-scale experiments, other approaches have been de­
veloped from full-scale experiments conducted on test buildings 
and occupied buildings. For example, the model of Yazdanian and 
Klems (1994) was developed from measurements taken at a low-
rise test facility: 

1/22 
2

hconv,e = C · Te − Toa 

1/3
+ A · VB (10.4)wind 

where A, B, and C are empirical constants that were regressed 
from the measured data. Separate values are given for windward 
and leeward surfaces. 

Unlike Equation 10.2, Equation 10.4 uses the wind speed from 
the weather file, and as such the impact of boundary layer shape 
has already been accounted for in the empirical constants. 

Many more empirical models like those of Walton and 
Yazdanian and Klems are available, as you will discover through 
one of this chapter’s required readings. 

Due to the impact of local airflow patterns on convection heat 
transfer, models based on full-scale measurements may only be 
strictly valid for buildings of similar geometry located in similar ter­
rain. To address this limitation, numerous models for calculating 
hconv,e coefficients have recently been developed from detailed com­
putational fluid dynamics simulations (e.g. Montazeri and Blocken, 
2017). These models may be more broadly applicable as some in­
clude parameters related to building geometry, and as such are not 
limited to a single building shape. 

10.3 LOCAL WIND SPEED AND USER OPTIONS 

Section 4.5 discussed the approaches used for establishing con­
vection coefficients at internal surfaces. Much the same options ex­
ist for external surfaces. 

With the simplest option—the only one supported by some BPS 
tools—time-invariant hconv,e values are used. These may vary from 
surface to surface, and may be prescribed by the user or be defaul­
ted by the BPS tool. 

In some cases the user may opt to apply the BPS tool’s default 
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correlation to recalculate hconv,e values each timestep of the sim­
ulation. The tool may assign a default correlation based upon the 
surface’s orientation (e.g. vertical). 

Some BPS tools are limited to a single model to calculate hconv,e 

coefficients, while others may offer the user choices. In some cases 
the user can specify convection models surface-by-surface, and 
these are used to recalculate hconv,e values for each surface at each 
timestep of the simulation. 

Chapter 8 pointed out that there can be considerable uncer­
tainty in wind speed and direction data due to the hourly resolu­
tion of most weather files. Wind gusts and sudden changes in wind 
direction may be ignored (see Section 8.3). The user should be 
aware that this can substantially impact the hconv,e values predicted 
by Equations 10.2 and 10.4 or other such models. 

Some BPS tools apply relations like Equation 10.3 to account for 
the local terrain while other tools ignore this effect. Likewise, some 
tools account for surface elevation when calculating the local wind 
speed to use in models, while others do not. Some BPS tools may 
account for surface roughness effects (and require additional user 
inputs) while others do not. 

You will learn more about which models are supported by your 
chosen BPS tool and how it treats effects such as local terrain and 
surface elevation during this chapter’s simulation exercises. 

10.4 REQUIRED READING 

Reading 10–A 

Mirsadeghi et al. (2013) describe the empirical correlations that 
have been developed for calculating hconv,e coefficients for buildings. 
They also discuss how these correlations have been implemented 
into some common BPS tools. 

Read the first two sections of this article and answer the follow­
ing: 

1. What type of reduced-scale experiments were used to de­
velop the first group of correlations listed in the article’s Table 
12? 

2. As the article explains, the McAdams model has been imple­
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mented into a number of BPS tools. What is the source of the 
experimental data that were used to develop this model? 

3. Describe some of the full-scale experiments that have been 
used to derive convection models. 

4. What is the definition of free stream wind speed? And of local 
wind speed? Some of the models described in the article re­
quire knowledge of these quantities. How are they determined 
from the wind speed data contained in the weather file? 

5. What does surface	 roughness mean? What impact does 
roughness tend to have on hconv,e coefficients? 

6. Which of the BPS tools considered by this article allow the 
user to choose between numerous empirical models for cal­
culating hconv,e coefficients? 

Reading 10–B 

Iousef et al. (2019) investigate the impact of the choice of external 
convection model upon simulation predictions. They conducted sim­
ulations using several convection models and examined buildings 
with various geometries and insulation levels. 

Find answers to the following based upon their results: 

1. Are simulation predictions of well-insulated buildings or poorly 
insulated buildings more sensitive to the choice of convection 
model? Why? 

2. Which simulation predictions are more sensitive to the choice 
of convection model: annual space heating load or annual 
cooling load? Why? 

3. Are simulation predictions of low-rise or high-rise buildings 
more sensitive to the choice of convection model? Why? 

10.5 SOURCES FOR FURTHER LEARNING 

•	 Montazeri and Blocken (2017) and Montazeri and Blocken 
(2018) present correlations for calculating hconv,e that consider 
wind speed and direction, as well as the building’s width and 
height. These correlations are derived from detailed compu­
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tational fluid dynamics simulations that have been validated 
using wind tunnel measurements. 

10.6 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 10–A 

How did you treat external surface convection in your Base Case? 
Did you use your BPS tool’s default approach? This is likely the 
case if you did not take action to override your tool’s default method. 
Consult your BPS tool’s help file or technical documentation to de­
termine its default approach for establishing hconv,e coefficients. 

If you used your BPS tool’s default method, then configure your 
tool to now impose time-invariant hconv,e coefficients of 15 W/m2 K 
at all external surfaces and perform another annual simulation using 
the same timestep. 

If you did not use the default method provided by your BPS tool 
for the Base Case, then configure your tool to now employ its de­
fault method and perform another annual simulation using the same 
timestep. 

Compare the results of the two simulations. What impact does 
this change have upon the annual space heating load? And upon 
the annual space cooling load? Are these results consistent with 
the observations presented in Reading 10–B? 

Exercise 10–B 

Does your BPS tool provide optional models for calculating hconv,e 

coefficients? If so, which of the correlations listed in Reading 10–A 
does your tool support? Does it support additional correlations as 
well? 

Configure your BPS tool to apply one or more of its optional 
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correlations and perform some additional simulations. What impact 
do these changes have upon the annual space heating load? And 
upon the annual space cooling load? 

Exercise 10–C 

Does your BPS tool support the Walton (1983) model described in 
Section 10.2, or another model that includes the roughness para­
meter Rf ? If so, configure your tool to apply this model and perform 
two simulations: one with all the exterior walls set to smooth and 
the other with them set to very rough. 

What impact does the Rf parameter have on the annual space 
heating load? And upon the annual space cooling load? 

What are possible sources of information that can be used to 
determine Rf values for materials? 

Exercise 10–D 

Revert to your Base Case and invoke your tool’s default method for 
external surface convection. 

Section 10.2 explained the uncertainty in establishing local wind 
speeds used to calculate hconv,e coefficients. To assess the sensit­
ivity to this, reduce the weather file’s wind speed by 50 % for each 
hour of the year. This can be accomplished by manipulating the 
CWEC-2016 weather file using the Elements software mentioned 
in Exercise 8–C. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 

10.7 CLOSING REMARKS 

This chapter explained that it is common practice for BPS tools to 
represent the convection heat transfer between external surfaces 
and the outdoor air using Newton’s law of cooling. This approach re­
quires the determination of convection coefficients for each external 
surface, and these can vary with each timestep of the simulation. 

Through the theory presented in this chapter and one of the re­
quired readings, you became aware of the numerous models used 
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in the BPS field for calculating the required convection coefficients. 
Most of these consider forced convection effects caused by wind, 
and you became aware of the complexity of estimating local wind 
speeds from the data contained within weather files. 

You discovered your BPS tool’s default and optional methods for 
treating convection at external surfaces by conducting the simula­
tion exercises. These also helped you appreciate the impact that 
user choices (including relying on default methods) can have upon 
simulation predictions. 



http://taylorandfrancis.com
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C H A P T E R 11 

Longwave radiation 
exchange at external 
surfaces 

T his chapter describes methods for treating longwave radiation 
between external building surfaces and the exterior environ­

ment, including the sky. 

Chapter learning objectives 

1. Understand the methods used to calculate longwave radiation 
exchange between external surfaces and the exterior environ­
ment, and their inherent approximations and simplifications. 

2. Understand the methods used to establish	 radiation view 
factors between external surfaces and environment, and how 
these can be influenced by user inputs. 

3. Realize the uncertainties associated with models that are 
used to estimate the sky temperature. 

4. Realize	 the sensitivity of simulation predictions to user 
choices and inputs. 

175 
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11.1 MODELLING APPROACH 

The net exchange of longwave radiation from surface e to the exter­
ior environment is represented in the external surface energy bal­a 
ance of Equation 8.1 by the term env qlw,e→env . 

A summation is used because the external surface exchanges 
longwave radiation with all entities that radiate in the longwave 
spectrum and which can be viewed by the surface. This includes the 
surface of the surrounding ground, neighbouring buildings, nearby 
structures, and objects such as trees. Atmospheric gases such as 
water vapour, carbon dioxide, and ozone can also exchange long-
wave radiation with external building surfaces, as can atmospheric 
aerosols and clouds. And when the sky is not obscured by clouds 
the surface can exchange longwave radiation with deep space. a 

In reality the env qlw,e→env summation should include many 
terms because each of these entities participating in the long-
wave radiation exchange is at a different temperature. For example, 
the temperature of deep space is ∼3 K, whereas water vapour 
molecules near the ground surface will be close to the ambient 
air temperature, while those at higher elevations in the atmosphere 
will be much colder. However, to render the problem manageable 
it is common practice for BPS tools to represent the longwave ra­
diation exchange from external surfaces as the summation of the 
three components illustrated in Figure 11.1: 

qlw,e→env = qlw,e→sky + qlw,e→grd + qlw,e→obj (11.1) 
env 

The sky term represents longwave radiation exchange with all 
the participating entities in the earth’s atmosphere and beyond: at­
mospheric gases, aerosols, clouds, and deep space. An effective 
sky temperature, Tsky , is used to represent a uniform sky that con­
siders the combined effect of the radiation exchange with each par­
ticipating entity. Tsky can be as warm as 15 ◦C under warm and 
cloudy conditions, and colder than −40 ◦C when it is cold and the 
sky clear. 

Likewise, the surface of the surrounding ground is treated as 
being at a uniform temperature of Tgrd , and all surrounding objects 
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Figure 11.1: Longwave radiation exchange between an external 
surface and the exterior environment 

such as buildings and trees are treated as being at a common tem­
perature of Tobj. These tend to be warmer than Tsky , and as such, 
the qlw,e→sky term usually dominates in Equation 11.1. 

11.2 CALCULATING LONGWAVE EXCHANGE 

Chapter 5 explained the methods used to calculate longwave ra­
diation exchange between internal building surfaces. These prin­
ciples apply equally here, although in this case the external surface 
is exchanging longwave radiation with an environment that can be 
considered as an infinitely large enclosure. 

Consider the first term of Equation 11.1. Due to the infinite en­
closure assumption, the sky can be treated as a blackbody ( sky = 1) 
since any emission from surface e directed towards the sky will 
eventually be absorbed rather than reflected back to the surface 
(refer to Section 5.3). With this, the net longwave radiation ex­
change from the surface to the sky can be written as: 

· T4qlw,e→sky = lw,e · σ · Ae · fe→skye (11.2)
− lw,e · Asky · Gsky↓ · fsky→e 

Gsky↓ is the longwave irradiance emitted by the sky (W/m2) and 
is commonly referred to as the downwelling longwave irradiance. 
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178 • Longwave radiation exchange at external surfaces 

Since the sky behaves as a blackbody this can be given as: 

Gsky↓ = σ · T4 (11.3)sky 

fe→sky is the view factor from the surface to the sky, and fsky→e 

is the view factor from the sky to the surface. By making use of 
reciprocity (Equation 5.8), Equation 11.2 can be written as: 

qlw,e→sky = lw,e · Ae · σ · Te 
4 − Gsky↓ · fe→sky (11.4) 

Substituting the expression for downwelling irradiance of Equa­
tion 11.3 into the above leads to: 

= · σ · Ae · T4 − T4 (11.5)qlw,e→sky lw,e e sky · fe→sky 

The same blackbody approximation is usually extended to the 
other two terms of Equation 11.1, even though it is strictly less true 
in the case of surrounding objects. With this, Equation 11.1 can be 
expressed as: 

= · σ · Ae · T4 − T4qlw,e→env lw,e e sky ·fe→sky 

env (11.6) 
+ T4 − T4 T4 − T4 

e grd · fe→grd + e obj ·fe→obj 

where the three view factors sum to unity. 

11.3 EFFECTIVE TEMPERATURES AND VIEW FACTORS 

The effective temperatures Tsky , Tgrd , and Tobj and the view factors 
between the external surface and these entities must be established 
in order to solve Equation 11.6. 

Some BPS tools attempt to calculate Tgrd by forming an energy 
balance at the ground surface that considers solar absorption, con­
duction through the soil, convection to the ambient air, and infrared 
radiation to the sky. In this way Tgrd can evolve during the simula­
tion. However, such rigour is rare, and important effects such as 
snow cover and snow melting are usually neglected. A common 
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simplification is to assume that the ground surface is at the ambient 
air temperature: Tgrd = Toa . 

Some BPS tools can explicitly calculate the temperature of the 
external surfaces of surrounding buildings, if the user has described 
these in sufficient detail, but this practice is rare. Some other tools 
assume that surrounding buildings are at a similar temperature, per­
haps by averaging the temperatures of the exterior surfaces of the 
building under consideration. A more common approach is to as­
sume that surrounding buildings and objects are at the ambient air 
temperature: Tobj = Toa . 

During this chapter’s simulation exercises you will explore how 
your chosen BPS tool determines Tgrd and Tobj. 

Many BPS tools use the geometry data provided by the user to 
establish the view factors using the methods already described in 
Chapter 9 (refer to Equations 9.12 and 9.16). With this approach 
a horizontal flat roof would have a greater value of fe→sky than a 
vertical wall, for example. 

Some BPS tools apply user-supplied contextual information— 
such as whether the building is located in a dense urban area or at a 
rural site—to help establish appropriate view factors. For example, 
the vertical surfaces of a building located in a densely populated 
urban area would have a greater fe→obj and a lower fe→sky than the 
vertical surfaces of a building located on a rural site. Some tools 
allow the user to specify their own view factors. 

Establishing appropriate view factors can have a significant im­
pact upon Equation 11.6 because, in general, Tsky can be signific­
antly colder than Tgrd and Tobj. All BPS tools employ some default 
method to determine the view factors and the user should be aware 
of these assumptions and the optional methods available. You will 
explore which methods are available in your chosen BPS tool during 
this chapter’s simulation exercises, and you will examine the impact 
view factors can have upon simulation predictions. 

The final term that needs to be established to evaluate Equation 
11.6 is Tsky . 
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11.4 SKY TEMPERATURE 

It is possible to measure the downwelling longwave irradiance using 
a pyrgeometer, a device resembling a pyranometer that is used to 
measure solar irradiance. If Gsky↓ were directly measured in this 
way and made available in the weather file, then it could be directly 
used in Equation 11.4 to calculate qlw,e→sky . 

However, very few weather stations possess pyrgeometers, so 
this measurement is not usually available. If Gsky↓ is included in the 
weather file (the EPW format includes a record for it) then some 
BPS tools will use these data to solve Equation 11.4, but most tools 
will ignore it in favour of the models presented in this section. Also, 
when Gsky↓ has been included in the weather file it has usually been 
approximated by the same type of models. 

The common practice in the BPS field is to calculate qlw,e→sky 

using Equation 11.5 and to employ a model to estimate Tsky from 
commonly available weather parameters. Most models relate Tsky 

to the ambient air temperaturei. In general Tsky will be (significantly) 
colder than Toa . Therefore, a fictitious quantity known as the sky 
emissivity is introduced to represent the blackbody emission of the 
sky by a grey surface emitting at the (higher) temperature of Toa : 

= · σ · T4 (11.7)Gsky↓ sky oa 

where sky is the fictitious sky emissivity, which has a value between 
0 and 1. 

The required value of Tsky can be determined by equating Equa­
tions 11.3 and 11.7: 

= 1/4 (11.8) 

Many models have been developed to estimate sky , most of 
which are based upon empirical data gathered in a single location, 
or from multiple sites within the same country. One such model that 
is used in a number of BPS tools is that of Martin and Berdahl 
(1984). It is based upon several years of pyrgeometer measure­
ments that were taken at six locations across the southern USA. 

Tsky sky · Toa 

iYou will see reference to the screening temperature in the meteorology and 
climatology literature, where screen refers to a Stevenson screen. This is equi­
valent to the Toa in weather files. 
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Martin and Berdahl noted that under clear-sky conditions sky 

could be related to the humidity of the ground-level air (as meas­
ured by its dew point temperature). Additionally, they noted that sky 

tended to be slightly higher at night. Based upon these observa­
tions they developed a functional form for a model and calibrated 
its constants using their measurements: 

2Tdp Tdp 
sky = 0.711 + 0.56 · + 0.73 · 

100 100 
2πt Patm+ 0.013 · cos + 0.000 12 · − 100 000 

24 · 3600 100 000 
(11.9) 

Tdp is the ground-level dew point temperature (◦C). It is either 
directly input from the weather file, or the BPS tool calculates it 
from other humidity parameters. Patm is the atmospheric pressure 
(Pa) which is usually extracted from the weather file. 

The impact of humidity can be seen by examining Equations 
11.5, 11.8, and 11.9. A higher Tdp leads to a larger Tsky and there­
fore to a lower qlw,e→sky . 

The fourth term in Equation 11.9 accounts for diurnal variations 
(t is the time since midnight in seconds) and leads to slightly higher 

sky values at night. Martin and Berdahl included the last term in 
Equation 11.9 based upon the earlier work of Staley and Jurica 
(1972), which showed that sky decreases with site elevation due to 
a decrease in optical depth of the atmosphere. 

Many of the models used in BPS tools account for the influence 
of clouds since low-level opaque clouds increase Gsky↓. One such 
model is that of Clark and Allen (1978), which is based upon meas­
urements taken at a single location in the USA. Measurements were 
taken with a net radiometer that measured the difference between 
Gsky↓ and upwelling longwave radiation from a pond of water. The 
upwelling radiation included both the emission from the water as 
well as the reflected Gsky↓. By estimating lw of the water they were 
able to calculate sky from the radiometer measurements as well 
as measurements of the temperature of the ambient air and of the 
pond, although the measurement uncertainties associated with this 
approach would be significant. 
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Based upon this, they derived the following model: 

Tdp 
sky = 0.787 + 0.764 · ln · Ca (11.10)

273 

where Tdp is measured in K in this case. 
The term enclosed in the square brackets represents sky under 

clear sky conditions, and is thus comparable to the Martin and Ber­
dahl model of Equation 11.9. Ca is a scalar multiplier that accounts 
for the impact of clouds and is given by: 

Ca = 1 + 0.0224 · N − 0.0035 · N2 + 0.00028 · N3 (11.11) 

The parameter N in Equation 11.11 represents the degree of 
cloud cover. This ranges from 0 to 10 and represents the amount 
of the sky dome that is obscured by opaque clouds, where a value 
of 5 indicates that 50 % of the sky dome is obscured and a value of 
10 indicates complete obscuration. This is a parameter that is com­
monly observed and available in weather files. Again, the paramet­
ers of this equation were calibrated from the measurements taken 
by Clark and Allen at a single location. 

Many other sky models exist with different functional forms, as 
you will discover through this chapter’s required readings. All are 
empirical in nature, having been calibrated using data gathered at 
particular locations. 

11.5 REQUIRED READING 

Reading 11–A 

Evangelisti et al. (2019) review a number of models that have been 
developed to estimate the effective sky temperature. 

Read Section 3 of this article and find answers to the following 
questions: 

1. How many of the clear-sky models have been calibrated with 
empirical data gathered in multiple countries? 

2. This article differentiates between direct models and those 
based upon emissivity correlations. What is the difference 
between these two classes of model? 
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3. Most of the clear-sky models are functions of humidity to con­
sider the important role that water vapour in the earth’s at­
mosphere plays in longwave radiation exchange. What are 
the various parameters that are used to represent humidity in 
the models? Why do you think different models use different 
measures of humidity? 

4. Which of the clear-sky models do not consider humidity? Why 
don’t these consider humidity? 

5. Why are there fewer cloudy-sky models than clear-sky mod­
els? 

6. Most of the cloudy-sky models include a parameter to indic­
ate the cloud extent. What are the various measures of cloud­
iness that are used? 

Reading 11–B 

Li et al. (2017) empirically validate a number of longwave sky ra­
diation models. Specifically, they compare pyrgeometer measure­
ments of downwelling longwave irradiance to model predictions. 
The measurements were taken at one-minute intervals at seven 
sites throughout the USA. They also recalibrate these models using 
these new measurements. 

Read Section 4 of this article and find answers to the following: 

1. Which of the models tested by	 Li et al. were described in 
Reading 11–A? 

2. Which of the models in their	 original form were biased 
to underpredict the measured downwelling longwave irradi­
ance? And which were biased to overpredict? 

3. Which of the models in their original form had relative root 
mean square errors of 10 % or greater? 

4. Why did the predictive accuracy of all the models improve 
after recalibration? 

5. Even after recalibration, the Swinbank and Jackson-Ruchstuhl 
models still had significant root mean square errors. What do 
the functional forms of these two models have in common? 
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11.6 SOURCES FOR FURTHER LEARNING 

•	 Cekˇ on (2015) compares measured heat transfer rates to the 
predictions of several longwave radiation models under clear-
sky conditions. 

•	 Zhang et al. (2017) compare three Tsky models used by BPS 
tools to measured data and assess the impact of algorithmic 
differences on simulation predictions. 

•	 Section 5 of Evangelisti et al. (2019) compares the sky 
emissivity and sky temperature predictions of various loca­
tions with climates varying from tropical, to mild, to snowy. 

•	 Section 5 of Li et al. (2017) presents a new model for predict­
ing the downwelling longwave irradiance from the sky under 
clear-sky and cloudy-sky conditions. 

11.7 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 11–A 

Longwave emissivity values were specified for the materials form­
ing the external surfaces of all the opaque envelope constructions in 
the Base Case. Now reduce  lw of the wall’s cedar and of the roof’s 
asphalt shingles from 0.9 to 0.6 and perform another annual simu­
lation using the same timestep. If your BPS tool does not allow you 
to modify a surface’s  lw then consult its technical documentation to 
determine why. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Are these 
results in line with your expectations? 

Contrast this to your results from Chapter 5 when you altered 
lw of the internal surfaces. Which change had the greatest impact 

upon simulation predictions? Provide an explanation. 
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What are possible sources of information that can be used to 
determine lw values for materials? Describe a situation in which 
accurately establishing a material’s longwave emissivity may have 
an important impact upon simulation predictions. 

Exercise 11–B 

Undo the change made in Exercise 11–A. 
Consult your BPS tool’s help file or technical documentation 

to determine its default approach for establishing radiation view 
factors between external surfaces and the exterior environment. 
(Refer to Section 11.3.) How did you configure your Base Case to 
determine these view factors? If you did not use the default method 
provided by your BPS tool, then configure your tool to employ its 
default method and perform another annual simulation using the 
same timestep. 

Now configure your tool to alter the radiation view factors for the 
external walls and the roof: increase fe→sky and decrease the others. 
This scenario could represent, for example, a more rural setting for 
the building. Perform additional annual simulations using the same 
timestep for various scenarios. 

What impact do these changes have upon the annual space 
heating load? And upon the annual space cooling load? Are these 
results in line with your expectations? 

If your BPS tool does not allow you to modify these view factors 
then consult its technical documentation to determine why. 

Exercise 11–C 

Undo the change made in Exercise 11–B. 
Consult your BPS tool’s help file or technical documentation to 

determine its default approach for calculating Tsky . (Refer to Section 
11.4.) How did you configure your Base Case to calculate Tsky ? If 
you did not use the default method provided by your BPS tool, then 
configure your tool to now employ its default method and perform 
another annual simulation using the same timestep. 

Does your BPS tool provide optional methods for calculating 
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Tsky ? If so, which of the models described in Reading 11–A does 
your tool support? Does it support additional methods? 

Configure your BPS tool to apply one or more of its optional 
Tsky models and perform some additional simulations. What impact 
do these changes have upon the annual space heating load? And 
upon the annual space cooling load? 

If your tool does not provide optional Tsky models, then manu­
ally calculate Tsky for clear sky conditions using the two models ex­
pressed by Equations 11.9 and 11.10, making any necessary as­
sumptions. Do this for a cool winter day when Toa = −11 ◦C and 
Tdp = −20 ◦C. And then again for a milder day when Toa = 10 ◦C 
and Tdp = 0 ◦C. 

How do the Tsky predictions differ between these two models? 
What impact do you think this would have upon qlw,e→sky and upon 
the external surface energy balance? 

Exercise 11–D 

Undo the change made in Exercise 11–C. 
Consult your BPS tool’s help file or technical documentation to 

determine its default approachs for calculating Tgrd and Tobj. (Refer 
to Section 11.3.) How did you configure your Base Case to calculate 
Tgrd and Tobj? If you did not use the default methods provided by 
your BPS tool, then configure your tool to now employ its default 
methods and perform another annual simulation using the same 
timestep. 

Does your BPS tool provide optional methods for calculating Tgrd 

and Tobj? Describe the default and optional methods. 
Configure your BPS tool to apply one or more of its optional Tgrd 

and Tobj models and perform some additional simulations. What im­
pact do these changes have upon the annual space heating load? 
And upon the annual space cooling load? 

11.8 CLOSING REMARKS 

External building surfaces exchange longwave radiation with the
 
surrounding ground, neighbouring buildings and structures, atmo­
spheric gases and aerosols, clouds, and deep space. The media in
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the atmosphere and deep space dominate this radiation exchange 
because in general they are at substantially colder temperatures. 

This chapter explained that it is common practice for BPS tools 
to represent the sky as uniform at an effective temperature to char­
acterize the combined effect of the radiation exchange to the media 
in the atmosphere and deep space. Through the theory presented 
in this chapter and the required readings you became aware of the 
models that are used by BPS tools for estimating the effective sky 
temperature. Most of these operate with data commonly available 
in weather files, such as ground-level humidity and cloud cover. You 
became aware of the predictive differences between these models 
through one of the required readings. 

Through the simulation exercises you discovered which meth­
ods are available in your chosen BPS tool for estimating the effect­
ive sky temperature and for establishing radiation view factors. And 
you realized the impact of optional methods and user choices upon 
simulation predictions. 
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Heat transfer to the 
ground 

T his chapter describes the wide-ranging approaches that are 
available within BPS tools for treating heat transfer at external 

surfaces in contact with the ground. 

Chapter learning objectives 

1. Understand the modelling options for resolving this important 
heat transfer path. 

2. Realize the implications of simplified approaches. 
3. Appreciate the uncertainty associated with prescribing soil 

thermophysical properties and boundary conditions. 
4. Learn how to configure BPS tools to apply optional models. 

189 
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12.1 MODELLING GROUND HEAT TRANSFER 

The qe→grd term of Equation 8.1 represents the rate of heat transfer 
from the exterior surface to the surrounding soil. This term is only 
relevant when the exterior surface under consideration is below-
grade, such as with floor slabs and foundation walls. 

This heat transfer is complex, being both transient and three-
dimensional. In reality, heat conduction, convection, and radiation 
processes occur within the soil underneath and adjacent to the 
foundation, and these thermal processes are coupled to mass 
transfer processes that include changes of phase. Water will mi­
grate through the soil following rain events and these migration pat­
terns will be influenced by building drainage systems. The water 
may also freeze and thaw and these phase-change processes will 
be influenced by heat transfer from the building. 

The heat and mass transfer processes occurring at the ground 
surface are also complex, and include factors such as infrared ra­
diation to the sky, solar absorption, convection to the ambient air, 
water evaporation, and snow accumulation and melting. 

Most models that consider the thermal coupling between the 
building and the ground neglect many of these effects for pragmatic 
reasons, and instead consider heat transfer through the ground as a 
conduction-only process where an effective conductivity approxim­
ately represents all of these processes. In such cases the effective 
conductivity should be dependent upon the soil moisture content, 
although this is rarely represented in models. 

There are other challenges in modelling the coupling between 
the building and the ground. The thermal response of the ground 
is much slower than that of building elements, which can have a 
significant impact upon simulation run time. Large computational 
domains may be required if ground boundary conditions are placed 
sufficiently far from buildings such that they are not influenced by 
the building’s presence. In such situations accuracy may have to be 
sacrificed for the sake of computational efficiency. Finally, weather 
files typically contain little or no information on ground temperat­
ures. 

There is a wide spectrum of methods used in the BPS field for 
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treating heat transfer to the ground. Some BPS tools offer multiple 
detailed modelling options, while others lack models and instead 
rely upon the user to somehow configure the tool to approximate 
qe→grd . For this reason, the calculation of heat transfer to the ground 
remains one of the most significant sources of uncertainty in BPS. 

12.2 DETAILED NUMERICAL METHODS 

A building foundation and its surrounding soil are illustrated in Fig­
ure 12.1. This shows three external building surfaces (two walls and 
a floor) and the structural footing supporting them. The soil sur­
rounding these surfaces is bounded by several planes: horizontal 
planes at the ground surface and at some depth below-grade, and 
vertical planes (two can be seen in the figure) at some distance 
from the foundation. 

As explained above, it is common practice to represent heat 
transfer in the soil as a conduction-only process. Given this sim­
plification, heat transfer in the soil can be described with the heat 
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diffusion equation: 

∂T ∂
 

∂T · 
 

∂
+ 

 
∂T

(ρcP )soil · = ksoil k
t soil · 

∂ ∂x 

 
 ∂x  ∂y ∂y 

(12.1)
∂ ∂T 

+ ksoil · 
∂z ∂z 

where ksoil is an effective conductivity that represents the combined 
heat transfer processes occurring in reality. 

Equation 12.1 is three-dimensional (x, y, and z are Cartesian 
coordinates), reflecting the reality of the heat transfer through the 
soil. Multi-directional effects will be particularly prominent close to 
the intersections of building surfaces. 

Some BPS tools provide models that explicitly solve Equation 
12.1 using numerical methods. Finite-difference methods are most 
commonly employed, although other approaches are possible. This 
involves subdividing the soil within the calculation domain into a 
number (perhaps hundreds or thousands) of volumes, and for each 
volume approximating the partial derivatives of Equation 12.1 with 
algebraic expressions. This produces a set of coupled algebraic 
equations (one for each volume) that can then be solved iterat­
ively once closed with initial and boundary conditions. (You will learn 
about these numerical methods in Chapter 13.) 

The user must provide a significant amount of information when 
such a model is invoked, such as soil properties (ρ, cP , and k for 
Equation 12.1) and the number and dimensions of the volumes 
used to spatially discretize the soil domain. Conditions must also 
be prescribed at each of the boundaries illustrated in Figure 12.1. 

In some cases the user may have to specify the depth of the 
deep ground boundary and the length of the far field boundaries 
from the building. Sometimes the deep ground boundary is treated 
as being isothermal (and therefore requiring a prescribed temper­
ature from the user), and sometimes it is treated as adiabatic. Like­
wise, the user often has to choose the boundary condition treatment 
for the far field. Common options are adiabatic or a user-selected 
function prescribing undisturbed ground temperatures as a function 
of depth. 

Some BPS tools will consider solar radiation absorption, con­
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vection, and longwave radiation heat transfer at the ground surface 
boundary using the methods described in Chapters 9, 10, and 11. 
The boundary conditions at the interface between the building sur­
faces and the soil can either be prescribed by imposing the Te tem­
peratures determined by the BPS tool’s solver (refer to Section 2.8), 
or the numerical domain could be extended to represent the build­
ing constructions and then boundary conditions prescribed at the 
internal surfaces. 

The discretized energy balances representing Equation 12.1 for 
each volume can then be solved subject to this set of boundary 
conditions. The resulting solution of the soil’s temperature field can 
be used to determine qe→grd , or the calculated temperature of the 
soil adjacent to the building external surface can be imposed as a 
boundary condition on the model used to solve qcond,m→e of Equa­
tion 8.1. (These models will be treated in Chapter 13.) 

Because the large mass of soil contained within the computa­
tional domain can store a significant amount of energy, the treat­
ment of initial conditions can have an important impact upon the 
computational time required to exercise such detailed numerical 
models. Some BPS tools include techniques for mitigating this 
(Kruis and Krarti, 2015). As the computational burden of explicitly 
representing heat transfer in three dimensions can also be excess­
ive, methods have been developed to use two-dimensional calcu­
lations to estimate the heat transfer. You will learn about these 
through one of this chapter’s required readings. 

These detailed numerical methods—which are only available in 
a few BPS tools—offer the potential for the greatest accuracy (if 
used correctly) since they consider the storage of energy in the 
surrounding soil and details of the thermal interaction between the 
building and the soil. However, they demand considerable effort 
from the user and require significant computational resources. 

You will discover whether your chosen BPS tool supports a de­
tailed numerical method during one of this chapter’s simulation ex­
ercises. If it does, you will learn the types of inputs that it requires 
and explore how to configure it. 
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Figure 12.2: Adding soil layers to a below-grade envelope construc­
tion 

12.3	 ADDING SOIL TO BELOW-GRADE ENVELOPE 
CONSTRUCTIONS 

This is another method for predicting qe→grd . Although less accurate 
than the detailed numerical methods described in the previous sec­
tion, this technique can be applied in most BPS tools. With this, the 
user adds additional material layers to the construction to represent 
the surrounding soil, and the BPS tool’s model for calculating tran­
sient heat transfer through opaque building envelope assemblies is 
employed. 

Figure 12.2 illustrates a slab-on-grade construction similar to 
that of the Base Case. The floor’s concrete and insulation layer are 
shown in the figure. Three layers of soil are added to the construc­
tion. The number and thickness of the layers is at the user’s discre­
tion. 

The user must provide thermophysical properties (ρ, cP , and k ) 
to represent the soil. The user must also prescribe the boundary 
condition at the deep ground location shown in the figure. It is com­
mon to treat this boundary with a prescribed, constant temperature. 
Although there is no consensus on what this temperature should 



�
�

“Book” — 2020/7/22 — 9:24 — page 195 — #233 �
�

�
�

�
�

Regression and analytical approaches • 195 

be, some tools suggest that the annually averaged ambient air tem­
perature is a good approximation if the soil layers are made suffi­
ciently thick (perhaps 5 m or more). However, as some BPS tools 
are unable to treat assemblies with this thickness or mass, the user 
is often faced with finding a compromise. 

The BPS tool’s model for calculating transient heat transfer 
through opaque envelope assemblies (the subject of Chapter 13) 
is then used to calculate the heat transfer through the combined 
assembly of the construction and soil. As such, qe→grd is set to zero 
since the qcond,m→e term of Equation 8.1 will represent the combined 
influence of the construction and the soil. 

This method considers thermal storage of the soil surrounding 
the construction, although the spatial resolution of the solution is 
likely coarser than can be achieved with the detailed numerical 
methods described in the previous section. However, since heat 
transfer through the soil is treated as one-dimensional (most BPS 
tools treat heat transfer through opaque envelope assemblies one-
dimensionally, as will soon be seen in Chapter 13) important multi­
dimensional effects are ignored. The consequence of this is usually 
an underestimation of heat transfer from the external surface to the 
soil. Some tools use methods to augment the calculations to com­
pensate for this. 

You will exercise this modelling approach during one of this 
chapter’s simulation exercises. 

12.4 REGRESSION AND ANALYTICAL APPROACHES 

A number of regression-based methods derived from detailed nu­
merical simulations have been developed. Most of these are based 
upon the same governing equation and boundary condition treat­
ments solved by the detailed numerical methods described in Sec­
tion 12.2. 

However, rather than solving the energy balances for the soil 
volumes within the BPS tool, these detailed calculations are per­
formed externally to the BPS tool. Typically the authors of these 
methods have performed a large number (sometimes exceeding 
100 000) numerical simulations to span a wide range of expected 
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parameters, such as foundation geometry, thermophysical proper­
ties, and insulation placements. This generates a database of res­
ults for specific combinations which are then regressed using al­
gebraic or statistical methods. 

The resulting regressed forms are then implemented into BPS 
tools which can use them to rapidly calculate qe→grd using a simple 
function that commonly takes the form of: 

qe→grd = A + B · sin (ωt − C) (12.2) 

The functional form of Equation 12.2 is predicated on the ap­
proximation that the temperature of the ground surface (see Fig­
ure 12.1) varies sinusoidally over the year, and that qe→grd is only 
strongly dependent upon this long-term variation. t is time and ω is 
an angular velocity of 2π rad/year. As such, this method ignores 
the impact of higher-frequency fluctuations in the ground-surface 
temperature caused by factors such as solar radiation, convection, 
and longwave radiation. 

A, B, and C are the functions that have been regressed from the 
results of the detailed numerical simulations. These can be evalu­
ated, for example, from user-supplied data for soil properties, geo­
metry, insulation, etc. One example of such an approach that is 
based upon neural-network regressions is provided by Ren et al. 
(2020). 

This method is computationally efficient because it only needs 
to evaluate the A, B, and C functions (perhaps only once prior to 
the timestep simulation) and Equation 12.2. However, this efficiency 
comes at a cost. The method is limited to the range of parameters 
that were used to generate the regressions. As well, it cannot con­
sider the impact of transient indoor conditions because the regres­
sions are developed for steady-state. 

There are also analytical approaches that have been developed 
to estimate qe→grd using expressions like Equation 12.2. How­
ever, unlike the regression-based methods that are derived from 
a large number of detailed numerical simulations, these are based 
upon analytic solutions for simplified—and sometimes unrealistic— 
situations. 

You will discover whether your chosen BPS tool supports a re­
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gression or analytical approach during one of this chapter’s simula­
tion exercises. 

12.5 SIMPLIFIED APPROXIMATIONS 

Many simplified techniques are used in the BPS field to approxim­
ate qe→grd . Sometimes users are forced to make use of these sim­
plifications when their chosen BPS tool does not support ground 
models like those described in the preceding sections. But these 
approaches are also employed by users in certain circumstances 
even when their BPS tools provide more rigorous options. 

The simplest—and least accurate—option is to ignore heat 
transfer between the building and the surrounding ground by im­
posing an adiabatic boundary condition at the external surface of 
the envelope component in contact with the ground. This can lead 
to significant errors when dealing with small buildings, such as that 
pictured in Figure 1.1, for which up to a third of the area of all ex­
ternal surfaces exchanging energy with the exterior environment 
are in contact with the ground. In such cases ignoring qe→grd would 
be inappropriate. However, this method might be acceptable when 
dealing with high-rise buildings in which qe→grd would represent only 
a small fraction of the total heat transfer to the exterior environment. 

Another simplification is to treat below-grade surfaces as being 
exposed to the outdoor air. This is the approach you were advised 
to follow when you set up your Base Case. With this approach, the 
BPS tool will calculate solar absorption, convection to the outdoor 
air, and longwave radiation exchange with the exterior environment 
using the methods described in Chapters 9, 10, and 11. This intro­
duces many obvious approximations and errors into the analysis. 

A third common simplification is for users to impose a temperat­
ure on the external below-grade surface. This is illustrated in Figure 
12.3 where the temperature Tsoil is imposed at the exterior of the 
insulation making up the outside layer of the floor slab construction. 
Tsoil may be time-invariant or values may be prescribed for each 
month of the year. A common approach is to vary Tsoil as a func­
tion of the indoor temperature. With this method heat transfer in the 
soil is not predicted with a model, but rather it relies upon the user 
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Figure 12.3: Imposing the soil temperature as a boundary condition 

to prescribe the impact of the surrounding soil through the choice 
of appropriate values for Tsoil. This is highly problematic because 
many factors determine this temperature, such as conditions inside 
the building, the floor construction, the soil composition, weather 
conditions, and the building site. 

You will experiment with some of these simplified approxima­
tions during this chapter’s simulation exercises. 

12.6 REQUIRED READING 

Reading 12–A 

Chen (2015) categorizes the methods that have been developed 
for calculating heat transfer between building surfaces and the 
surrounding ground, before presenting an analytical solution for 
steady-state heat transfer between a slab-on-grade building and the 
ground. 

Read Section 1 of this article and find answers to the following 
questions: 

1. What are the five groupings the author uses to categorize the 
methods for calculating heat transfer between building sur­
faces and the surrounding ground? Compare these to the 
methods described in Sections 12.2 through 12.5. 

2. What are the strengths and limitations of each grouping? 
3. When would it be appropriate to apply a regression-based 

approach? What are the principal limitations of this approach? 
4. What	 effects are not adequately considered with one-

dimensional dynamic approaches? 



�
�

“Book” — 2020/7/22 — 9:24 — page 199 — #237 �
�

�
�

�
�

Sources for further learning • 199 

5. What limits wider use of detailed numerical methods? 

Reading 12–B 

Kruis and Krarti (2017) treat methods for estimating heat transfer 
to the ground using two-dimensional numerical calculations. They 
describe some of the methods that had been previously developed 
and propose a new technique. 

Read Sections 1, 2, 5, and 6 of this article in detail, and briefly 
review Sections 3 and 4. Find answers to the following questions: 

1. Why is it so important in BPS to have methods to approxim­
ate three-dimensional effects using two-dimensional calcula­
tions? 

2. Describe some of the availble two-dimensional approximation 
methods. 

3. Which two-dimensional approximation methods compared fa­
vourably with the three-dimensional results? 

4. The new	 boundary layer adjustment method proposed by 
Kruis and Krarti was found to have a lower mean bias de­
viation from the three-dimensional results than the existing 
two-dimensional approximation methods. Why? 

5. In	 terms of computer time, how much faster are two-
dimensional calculations of ground heat transfer compared to 
three-dimensional calculations? 

12.7 SOURCES FOR FURTHER LEARNING 

•	 Ren et al. (2020) present a correlation-based method for pre­
dicting heat transfer to the ground from slab-on-grade and 
basement foundations. These correlations are based upon 
detailed three-dimensional numerical simulations. 

•	 Kruis and Krarti (2015) describe a finite-difference numerical 
model for calculating heat transfer between building surfaces 
and the ground. They compare and contrast various numer­
ical solution schemes in terms of accuracy, computational re­
quirements, and stability, and also examine initialization meth­
ods. 
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12.8 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 12–A 

In the Base Case the underside of the floor was exposed to the 
outdoor air. This is one of the simplified approximations described 
in Section 12.5 that is commonly applied by BPS users. Now apply 
the simplest option described in that section by making the floor 
adiabatic, and perform another annual simulation using the same 
timestep. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Are these 
results in line with your expectations? Comment on the appropriate­
ness of applying the adiabatic approximation in situations such as 
this. 

Exercise 12–B 

Now configure your tool to apply the third simplified approximation 
described in Section 12.5. Prescribe a constant value of 6.8 ◦C for 
Tsoil (see Figure 12.3) and perform another annual simulation using 
the same timestep. This is equal to the annually averaged outdoor 
air temperature in the Ottawa CWEC-2016 weather file. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 

Now conduct another simulation with a Tsoil that is 2 ◦C warmer. 
What impact does this change have upon the annual space heating 
load? And upon the annual space cooling load? 

Comment on the sensitivity of simulation predictions to the 
user’s choice of Tsoil when applying this simplified approach. What 
sources of information could be used to establish appropriate Tsoil 

values? 
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Exercise 12–C 

Now configure your tool to use the method described in Section 
12.3. Represent the ground underneath the floor construction as a 
3 m thick layer of soil with properties k =1.2 W/m K, ρ =1500 kg/m3, 
and cP =1800 J/kg K. Prescribe a constant value of 6.8 ◦C at the 
deep ground boundary (see Figure 12.2) and perform another an­
nual simulation using the same timestep. 

Compare the simulation predictions to those from Exercise 12– 
B. What impact does adding the soil have upon the annual space 
heating load? And upon the annual space cooling load? 

Now extend the soil layer from 3 m to 4 m and perform another 
annual simulation using the same timestep. What impact does this 
have upon the annual space heating load? And upon the annual 
space cooling load? 

Exercise 12–D 

Does your BPS tool support a detailed numerical modelling method 
like those described in Section 12.2? Does it support a regression 
or analytical approach like those described in Section 12.4? De­
scribe the available modelling options. 

Consult your BPS tool’s help file or technical documentation to 
determine how to use these facilities. Then apply the most detailed 
method, taking appropriate assumptions regarding the required in­
puts. 

Perform another annual simulation using the same timestep. 
What impact does this change have upon the annual space heating 
load? And upon the annual space cooling load? 

Which of your assumptions are likely to have the greatest im­
pact upon simulation predictions? Think of some situations where 
the additional effort and computational time required by this more 
detailed modelling approach would be justified. 

12.9 CLOSING REMARKS 

This chapter reviewed the diverse options that are available for
 
considering the thermal interaction between buildings and the sur­
rounding ground. Despite the significance of this energy transfer
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path, many BPS tools and users do not give ground models the 
attention they warrant. 

The techniques employed by detailed numerical methods were 
outlined. This is the most rigorous and accurate (if correctly applied) 
option, although such models are not available in many BPS tools. 
Less computationally demanding methods were also outlined, and 
you explored the use of one or more of these during the simulation 
exercises. You also applied some of the simplified approximations 
that are common in the BPS field, and realized the implications of 
such simplicity. 

This completes our treatment of heat transfer processes occur­
ring between the building’s external surfaces and the exterior envir­
onment. Our attention now turns to heat and mass transfer occur­
ring through the building envelope. 
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Heat transfer in opaque 
assemblies 

T his chapter describes the main classes of methods that are 
commonly employed in the BPS field for treating heat trans­

fer and storage in opaque building envelope assemblies, such as 
walls and ceilings. Although the mathematical developments are 
quite lengthy, they are necessary to understand the limitations and 
strengths of each approach. 

Chapter learning objectives 

1. Understand the mathematical basis of response function and 
transfer function methods. 

2. Learn how numerical methods can discretize envelope as­
semblies in space and time to predict their performance. 

3. Appreciate the basis of lumped parameter approaches. 
4. Learn how to configure BPS tools to treat thermal bridges and 

temperature-dependent thermophysical properties. 
5. Realize the sensitivity of simulation predictions to thermo­

physical properties. 

205 
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13.1 HEAT TRANSFER PROCESSES 

Terms representing heat transfer through the opaque envelope as­
sembly appear in both the internal surface energy balance (Equa­
tion 2.14) and the external surface energy balance (Equation 8.1). 

qcond,i→m is the rate of heat transfer at the current timestep from 
surface i to the mass of the envelope construction. This is illustrated 
in Figure 13.1. Depending upon the prevailing boundary conditions, 
this energy could be transferred to surface e, or it could be stored 
within the mass of the envelope assembly and later transferred to 
either surface e or back to surface i. The same holds for qcond,m→e. 
Only under steady-state conditions—which rarely occur due to fluc­
tuating weather, and to a lesser extent, indoor states—will qcond,i→m 

and qcond,m→e be equal at any given timestep. 

Figure 13.1: Heat transfer within an opaque envelope assembly 

Heat is transferred through opaque envelope assemblies by 
conduction, convection, and radiation. Conduction occurs through 
solid structural materials, through the fibres of porous fibrous in­
sulations, and through the solid matrix of porous foam insulations. 
Convection occurs through the air or gases from blowing agents 



�
�

“Book” — 2020/7/22 — 9:24 — page 207 — #245 �
�

�
�

�
�

Modelling approach • 207 

trapped within foam insulations, and through the air in fibrous in­
sulations. And there is longwave radiation exchange across the 
gaseous cells of expanded and extruded foam insulations and 
between solid strands of fibrous insulations. Heat transfer will be 
multi-directional, especially in regions where materials with vastly 
different thermophysical properties intersect. 

Contact resistances between material layers may also exist. Ad­
ditionally, convection and longwave radiation occur across spacings 
between material layers, such as between the OSB and cedar lay­
ers of the Base Case wall construction (see Table 1.3). 

13.2 MODELLING APPROACH 

Despite this complexity, it is common practice in the BPS field 
to model heat transfer through opaque envelope assemblies as a 
conduction-only problem. With this, materials are represented with 
effective thermal conductivities that approximately represent all of 
the heat transfer processes occurring in reality. 

Effective thermal conductivity data are available for most con­
struction materials. However, the standard tests that are used to de­
termine these data are typically performed at ∼24 ◦C. It has been 
demonstrated that some insulation materials perform very differ­
ently at higher and lower temperatures because this influences the 
conduction, convection, and radiation processes occurring in reality 
(e.g. Berardi and Naldi, 2017; Berardi, 2019). Moreover, the con­
densation of blowing agents at lower temperatures, freezing con­
ditions, ageing, and moisture can also influence the effective con­
ductivity. 

In addition to treating this multi-mode heat transfer problem as 
a conduction-only process, methods used by BPS tools typically 
treat the problem as one-dimensional. Heat is assumed to flow only 
along the x-axis of the cross-section illustrated in Figure 13.1. In 
some cases the one-dimensional solution is adjusted to account for 
multidimensional effects such as thermal bridges. 

With these simplifications, a first law energy balance can be 
formed that applies to any location within the envelope assembly. 
This takes the form of the heat diffusion equation in one dimension: 
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∂T ∂ ∂T
(ρcP ) · = · k (13.1)

∂t ∂x ∂x 

where cP is the specific heat (J/kg K) of the material at the point 
under consideration, while ρ is the density (kg/m3) and k is the 
effective thermal conductivity (W/m K). 

Once this governing equation is solved, the heat transfer terms 
required by the internal surface and external surface energy bal­
ances can be determined from the resulting temperature field for 
the current timestep: 

∂T 
qcond,i→m = −ki · Ai · (13.2)

∂x i 

∂T 
qcond,m→e = −ke · Ae · (13.3)

∂x e 

Envelope assemblies are invariably composed of multiple ma­
terials, but each is considered to be uniform over the directions 
perpendicular to the x-axis. This is illustrated in Figure 13.2, which 
shows an envelope assembly composed of three material layers. 
So, when applying Equation 13.1 to the middle layer of the as­
sembly shown in the figure, the properties of material B are used to 
evaluate cP , ρ, and k . In general, k will be a function of temperature 
since it represents an effective thermal conductivity that accounts 
for all modes of heat transfer, as explained in Section 13.1. 

Equation 13.1 can be solved analytically, but only for particu­
lar combinations of initial and boundary conditions. For example, if 
the entire assembly is initially at a uniform temperature and is then 
suddenly subjected to the same convection boundary condition at 
surfaces i and e, a solution can be determined using a mathem­
atical technique called separation of variables. Analytical solutions 
can also be found for other situations, such as a step change in 
temperature at one boundary, or the application of a constant heat 
flux at a boundary. 

The previous chapters have described the conditions occurring 
at the internal and external surfaces of the envelope assembly, in­
cluding solar radiation, convection, and longwave radiation. These 
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Figure 13.2: Envelope assembly composed of three material layers 

create non-linear and time-varying boundary conditions at surfaces 
i and e, and thus represent scenarios that are far more complex 
than those for which analytical solutions can be found. 

Therefore, a number of alternatives to analytical solutions have 
been developed and applied by BPS tools to solve Equation 13.1. 
These can be broadly classified into three categories. One category 
applies numerical methods to discretize and solve the governing dif­
ferential equation. Another class is based on semi-analytical meth­
ods that employ response functions or transfer functions. And a 
third class is based upon lumped parameter methods. Each of 
these categories of methods is described in the following sections. 

13.3 NUMERICAL METHODS 

Although different numerical discretization approaches exist, the fi­
nite difference method is most commonly employed by BPS tools. 
With this, the envelope assembly is first discretized spatially into 
a finite number of slices along the x-direction. This is illustrated 
in Figure 13.3, where each material layer (A, B, and C) is divided 
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into three slices. Other discretization approaches are possible, but 
it is common practice to subdivide each material layer into just a 
few slices. Discretization schemes vary amongst BPS tools, and in 
some cases users can override default methods. 

A finite difference node is located at the centre of each slicei. 
The governing equation is then discretized and solved to determine 
the temperature at each node. The temperature throughout the en­
velope assembly is then approximated by a piecewise linear curve 
between the nodes. 

The discretization of the governing equation (Equation 13.1) is 
demonstrated by focusing on material layer A of Figure 13.3. A lar­
ger view of this material layer is shown in Figure 13.4. We will focus 
on node P, which is located in the middle of the material layer. Its 
neighbouring nodes are indicated by E and W . The figure also il­
lustrates the internal surface node i. The labels east and west are 
used to indicate the boundaries between the slices. 

iOther nodal placements are possible. 
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Figure 13.4: A finite difference node (P) and its neighbours (E and 
W) 

The terms of Equation 13.1 are discretized in time and space to 
develop an algebraic approximation of this energy balance. Firstly, 
Taylor’s theorem is used to approximate the temperature of node P 
as an infinite polynomial series of the known solution at the previous 
timestep (t − Δt)ii: 

∂TP (Δt)2 ∂2TP = Tt−ΔtTP P + Δt · + · 
∂t 2 ∂t2 

t−Δt t−Δt (13.4)
(Δt)3 ∂3TP+ · + · · · 

∂t36 t−Δt 

where Δt is the duration of the simulation timestep. 
The time derivative of the temperature can be approximated 

from Equation 13.4. One possible approach that is commonly em­
ployed is to truncate the second and higher order derivatives, an 

iiWhen a variable is indicated without a temporal superscript, it is implied to 
be the value at the current simulation timestep, that is the value whose solution 
is sought. Therefore TP = TP

t . 
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approximation known as the first forward difference approximation: 

TP − Tt−Δt∂TP P≈ (13.5)
∂t Δtt−Δt 

This leads to the following approximation of the transient term 
(left side) of Equation 13.1 for node P: 

∂T (ρcP )P(ρcP )P · ≈ · TP − TP
t−Δt (13.6)

∂t Δt 

The diffusion term (right side) of Equation 13.1 can be approx­
imated at node P by evaluating the partial derivative over the width 
of the slice: 

∂ ∂T 1 ∂T ∂T · k ≈ · k − k (13.7)
∂x ∂x Δx ∂x ∂xeast west 

where Δx is the width of the slice represented by node P and east 

and west indicate that the function (k ∂T ) has been evaluated at the 
∂x 

boundaries of the slice (see Figure 13.4). 

TW 

TP 
TE 

w
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t

ea
st

 

x 

T 

Figure 13.5: Piecewise linear approximation 

The temperature gradients of Equation 13.7 can be approxim­
ated by assuming that the temperature follows a piecewise linear 
curve between node P and its neighbours, as illustrated in Figure 
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13.5. Since the thermal conductivity may vary spatially (due to tem­
perature dependency, or different materials), some weighted aver­
aging scheme is used to represent this property between the two 
nodes. For example, equally weightingiii the conductivity values over 
the two slices leads to:  

∂T 
k 

 
k T − ≈
   

E T
 P + kE · P 

∂x 

 
(13.8) 

east 2 Δxeast 

where Δxeast is the distance between nodes P and E, as indicated 
in Figure 13.4. 

Equation 13.8 (and a similar expression for the west face) 
can be evaluated using the known temperatures for the previous 
timestep. By substituting these and Equation 13.6 into Equation 
13.1, an approximation of the heat diffusion equation for node P 
is derived: 

(ρcP )P  T − Tt−
Δt 

·
�

Δt 
P P 

� kP + k
= 
 

E

 Δ

 
· Tt t 

2 E
−Δ

x  Δxeast 
− Tt t 

· · P
−Δ

− 

 
kP + kW 

�
 
· 
�
Tt

 P
−Δt 

�
2 Δx  Δxwest 

− Tt−Δt

· · W 

(13.9) 

�
Alternatively, Equation 13.8 could be evaluated using unknown 

temperatures at the current timestep. This would lead to a different 
approximation of the heat diffusion equation for node P: 

(ρcP )P ·
� k + k
 TP − Tt−Δt 

Δt 

�
= 
 

P E
P 

 
· (T

2  E 
Δx  Δxeast 

− TP ) · ·  (13.10)
kP + k− W · (T

2 · x · x P  
Δ

− TW )
Δ west 

Equation 13.9 is known as a fully explicit formulation because 
the solution of the unknown temperature of node P for the current 
timestep (TP ) depends only upon the known temperature of node 
P and its neighbours E and W from the previous timestep’s solu­
tion. This formulation is accurate, but may be unstable if too large a 
timestep is used. 

iiiMore complex schemes that weight by mass are usually employed, but this 
is not shown here for the sake of clarity. 
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214 • Heat transfer in opaque assemblies 

Equation 13.10 is known as a fully implicit formulation because 
the solution of TP depends upon the yet-to-be solved temperatures 
of the neighbouring nodes for the same timestep. This formulation is 
unconditionally stable but unrealistic solutions may result with larger 
timesteps. 

BPS tools can use either the fully explicit or fully implicit formu­
lation, or some weighted combination of the two. A common ap­
proach is to use an equal weighting of the two schemes to achieve 
both stability and accuracy. Known as the Crank-Nicolson scheme, 
this is achieved by adding Equations 13.9 and 13.10. After some 
rearranging this leads to: 

2 · (ρcP)P kP + kE kP + kW+ + · TP
Δt 2 · Δx · Δxeast 2 · Δx · Δxwest 

kP + kE kP + kW− · TE − · TW
2 · Δx · Δxeast 2 · Δx · Δxwest
 (13.11)
2 · (ρcP)P kP + kE kP + kW · Tt−Δt= − − 
Δt 2 · Δx · Δxeast 2 · Δx · Δxwest 

P 

kP + kE kP + kW · Tt−Δt · Tt−Δt+ +
2 · Δx · Δxeast 

E 2 · Δx · Δxwest 
W 

The left side of this equation relates the temperature of the 
node under consideration to the temperatures of its neighbouring 
nodes, all at the yet-to-be-solved current timestep. The right side of 
the equation contains known quantities from the previous timestep. 
Once an instance of this equation is formed for each of the nodes 
shown in Figure 13.3, the system of equations can be solved to 
yield the nodal temperatures for the timestep under consideration. 

The solvers of some BPS tools prescribe Ti and Te values and 
then solve the set of equations to determine the temperatures of 
the nodes located within the envelope assembly. The qcond,i→m and 
qcond,m→e heat flows are then calculated from the solved nodal tem­
peratures using an approximation of Fourier’s law: 

∂T 
qcond,i→m = −Ai · kW · 

∂x i (13.12)
Ti − TW≈ Ai · kW · 
Δxi 
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where Δxi is the distance between nodes i and W , as indicated in 
Figure 13.4. 

The qcond,i→m and qcond,m→e heat flows are then communicated 
to the internal surface energy balance (Equation 2.14) and the ex­
ternal surface energy balance (Equation 8.1), where they are used 
to update these energy balances for the current or next timestep. 
(Section 2.8 discusses some of the solution possibilities.) 

Other BPS tools will concurrently solve the set of heat diffusion 
equations with those representing the internal surface and external 
surface energy balances. (Again, Section 2.8 discusses some of 
these strategies.) 

In either case, because the nodal energy balances must be re­
formed and resolved at each timestep of the simulation, these nu­
merical methods are considered to be computationally intensive. 
However, a benefit of the approach is that temperatures at each 
node are determined at each timestep of the simulation. This in­
formation may be useful, for example, for assessing condensation 
risk or for comparing to measurements. 

Another important benefit is that thermophysical properties of 
the material layers can be made to vary over the course of the 
simulation. This would be important in the case where the effect­
ive thermal conductivity represented by k in Equation 13.11 could 
be represented as a function of temperature. You will explore this 
during one of this chapter’s simulation exercises. 

Although with numerical methods there is potential for spatial 
and temporal discretization errors, generally speaking this is rarely 
an issue with most constructions and with timesteps typically em­
ployed with BPS. 

13.4 RESPONSE FUNCTION METHODS 

In contrast to numerical methods—which solve the nodal temper­
atures and therefore inter-nodal heat flows at each timestep of the 
simulation—the response function method does not attempt to re­
solve the thermal state within the envelope assembly. Rather, it cal­
culates the qcond,i→m and qcond,m→e as a function of current and past 
Ti and Te temperatures. 
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Stephenson and Mitalas (1967) adapted techniques from elec­
trical engineering and other fields to develop the method described 
here for calculating transient conduction through envelope assem­
blies. They were motivated by computational efficiency because the 
numerical methods described in the previous section were excess­
ively demanding for computers at that time. 

Laplace transform 

The response function method is based upon a solution by Laplace 
transforms, in which a governing equation in the time domain 
is transformed to a subsidiary equation in the Laplace domain. 
This transformation is accomplished through an integration that is 
defined by:  ∞ 

f (p) = L{F(t)} = e−pt · F(t)dt (13.13) 
0 

The symbol L is called the Laplace transform operator, which 
in the equation above is operating on the function F(t) that is in 
the time domain. p is a complex number and f (p) is the subsidiary 
equation in the Laplace domain. 

For certain problems, the Laplace transformation results in a 
subsidiary equation that has a simpler functional form than the ori­
ginal equation in the time domain. For example, a differential equa­
tion may be simplified to an algebraic problem. Furthermore, ini­
tial conditions can be automatically incorporated into the algebraic 
problem. 

In such cases, the resulting subsidiary equation can then be 
solved using algebraic manipulations. Finally an inverse transform 
is performed on the solution in the Laplace domain to obtain the 
solution in the time domain:  γ+i∞1

F(t) = L−1 {f (p)} = ept f (p)dp (13.14)
2πi γ−i∞ 

The symbol L−1 is called the inverse Laplace transform oper­
ator. γ is a real number and i is an imaginary number. 

Laplace and inverse Laplace transforms for many common func­
tions have been tabulated to eliminate the need to conduct the in­
tegrations given by Equations 13.13 and 13.14. For example, the 
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following are common transforms that can be easily found in any 
textbook on differential equations:  

5 L
 

5e2t
 

= (13.15) 
p − 2 

 
� � 

2 L−1 = sin(2t) (13.16)
p2 + 4 

Transformation of heat diffusion equation 

The heat diffusion equation that governs heat transfer within 
opaque envelope assemblies (subject to the simplifications outlined 
in Section 13.2) can be transformed to the Laplace domain by mak­
ing use of tabulated transforms. 

Consider the wall composed of a single material that is illus­
trated in Figure 13.6. By making use of tabulated Laplace trans­
formations, Equation 13.1 can be expressed as follows if k is taken 
to be constant: 

k d2Θ(x, p)
p · Θ(x, p) − T (x, t =0) = · (13.17)

ρcP dx2 

Θ is the temperature in the Laplace domain. It is a function of 
the location x within the material layer and of the complex number 
p. The initial condition in the time domain is encapsulated by the 
second term on the left side of the equation. 

As can be seen, the Laplace operation has transformed a 
second-order partial differential equation (Equation 13.1) into a 
second-order ordinary differential equation (Equation 13.17). 

Solution in Laplace domain 

Although not trivial, a closed-form solution to Equation 13.17 can be 
found. According to Pipes (1957) the transformed heat flux at x = 0 
can be calculated as a function of the transformed temperature and 
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Figure 13.6: Heat diffusion through a single material layer in 
Laplace domain
 

transformed heat flux at x =f (refer to Figure 13.6):
 

=
 

k ρc p Ψ(x =0, p) Pp · sinh 
 
f ·
  

· 
/ρ

Θ(x fk c = , p) P 

(13.18)
+ cosh f ·

 
p 
/ρ

 
· Ψ( =fk c x , p)

P 

where Ψ is the transformed heat flux in the Laplace domain. 
It can be seen from Equation 13.18 that heat transfer at the 

boundary (x = 0) can be calculated without knowledge of conditions 
within the material. This only requires knowledge of the conditions 
at the other boundary (x = f). It is important to note that this solution 
can only be obtained if the material properties k , ρ, and cP are 
treated as constant. 

This analysis can be extended to a multi-layered envelope as­
sembly, such as that shown in Figure 13.2. After some fairly com­
plex algebraic manipulations, expressions can be developed to cal­
culate the transformed heat fluxes at the internal and external sur­
faces of the envelope assembly as a function of the transformed 
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temperatures at these locations: 

Ψi(p) = A(p) · Θi(p) − B(p) · Θe(p) (13.19) 

Ψe(p) = B(p) · Θi(p) − C(p) · Θe(p) (13.20) 

where i and e denote the values of the transformed quantities (Θ 
and Ψ) at the internal and external surfaces. 

A(p), B(p), and C(p) are functions of the thicknesses of the as­
sembly’s material layers, as well as of their k , ρ, and cP properties. 
These are complex mathematically and involve the combination of 
hyperbolic sine and cosine functions for each layer in the form of 
those appearing in Equation 13.18. But because the thermophys­
ical properties are assumed to be constant in time, for a given wall 
assembly the only independent variable of the A(p), B(p), and C(p) 
functions is p. 

Boundary conditions 

The Θi(p) and Θe(p) terms of Equations 13.19 and 13.20 represent 
boundary conditions. Therefore, in order to solve these equations 
the surface temperatures in the time domain (Ti and Te)iv must be 
represented and then transposed to the Laplace domain. 

The common approach is to represent these continuous tem­
perature functions as a summation of triangular pulses. Figure 13.7 
illustrates how a continuous boundary condition (Te in this example) 
can be represented as a summation of triangular pulses. The con­
tinuous boundary condition is shown in the left of the figure. Five 
triangular pulses are shown on the right. Each is centred on a 
timestep, and has a width of two timesteps and a height equal to 
the continuous function at that timestep. The summation of these 
five triangles is also shown on the right of the figure. It can be seen 
that this piecewise linear curve is a close approximation of the con­
tinuous curve on the left. 

So the temperature boundary condition in the time domain can 
be represented as a summation of triangles. As it will be necessary 

ivTi and Te are functions of time, but the independent variable t has been 
dropped for the sake of clarity, i.e. Ti = Ti (t) 
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Figure 13.7: Representing a continuous temperature boundary con­
dition (left) as a sum of triangular pulses (right) 
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Figure 13.8: Composing a unit triangle from ramp functions (left) 
and linear scaling (right) 
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to transpose this to the Laplace domain, the next step is to repres­
ent these triangles by basic functions for which Laplace transforms 
have been tabulated. This is accomplished by composing a triangle 
of unit height and then scaling it. 

This procedure is illustrated in Figure 13.8. The left of the figure 
shows how a triangle of unit height can be composed by summing 
three ramp functions. This unit triangle can then be scaled through 
a linear multiplier to any height. This is demonstrated in the right of 
Figure 13.8 where the unit triangle is scaled to represent the middle 
triangle of Figure 13.7. 

Using this procedure, each of the triangles of Figure 13.7 can 
be represented by three linearly scaled ramp functions. Tabulated 
Laplace transforms of the ramp functions can then be summed and 
scaled to transpose each triangle to the Laplace domain. And sum­
ming these yields the Θi(p) and Θe(p) boundary conditions required 
by Equations 13.19 and 13.20. 

Solution and transposition back to time domain 

With the addition of the Θi(p) and Θe(p) boundary conditions, Equa­
tions 13.19 and 13.20 now express the transformed heat fluxes as 
complex functions of p. Recall that p is the only independent vari­
able due to the assumption of constant thermophysical properties. 
The final step in the solution process is to find the inverse Laplace 
transforms of these equations to determine the heat fluxes at the 
surfaces in the time domain. 

This is an involved process because tabulated inverse Laplace 
transforms do not exist for Equations 13.19 and 13.20 due to the 
convoluted form of the A, B, and C functions. Therefore, a numer­
ical root-finding procedure is used to solve Equation 13.14. This 
solution is done in parts. In one part, a unit triangular pulse is im­
posed as the Te boundary condition and this is represented as the 
summation of three ramp functions. Laplace transforms of these 
ramp functions are then taken to determine Θe(p), which is then 
substituted into Equation 13.19 to calculate the Ψi(p) response. Fi­
nally, a numerical root-finding procedure is used to solve the inverse 
Laplace transform of Ψi(p) using Equation 13.14 to determine the 
heat transfer solution in the time domain. This leads to the following 



�
�

“Book” — 2020/7/22 — 9:24 — page 222 — #260 �
�

�
�

�
�

  
  

222 • Heat transfer in opaque assemblies 

partial solution: 
∞ 

q\ = −A
 

 Tt
e 
−iΔt

cond,i i · Yi (13.21)→m
i=0 

·

q\
cond,i→m is a partial solution of the heat transfer at the current 

timestep. As can be seen from Equation 13.21, this is given as an 
infinite summation of temperatures at the external surface for the 
current timestep (i = 0) as well as all preceding timesteps. The Yi 

function, which applies weights to the temperature summation, is 
known as a unit response function. It is the heat transfer response 
to the application of a temperature boundary condition in the form 
of a unit triangular pulse. The elements of the Yi function are multi­
plied by the magnitude of the Te boundary condition at current and 
past times in order to scale the impact of a unit triangular pulse, as 
illustrated in Figures 13.7 and 13.8. 

This Yi response function is time-invariant and depends only 
upon the thickness of each of the assembly’s material layers as 
well as their k , ρ, and cP values. Although Equation 13.21 involves 
an infinite summation, in practice it can be truncated as Yi will tend 
to zero when i becomes sufficiently large (the number of required 
terms depends upon the assembly). 

Equation 13.21 is a partial solution (indicated by \) because it 
considers the heat transfer response at the internal surface due to 
the application of a unit triangle temperature boundary condition at 
the external surface. The impact of a temperature excitation at the 
internal surface must also be considered to derive the full solution. 
Therefore, the next step in the process is to attain another partial 
solution by applying a unit triangular pulse to Ti and solving the 
qcond,i→m response. The same procedure is then applied to solve for 
qcond,m→e to complete the set of partial solutions. 

These partial solutions are then combined to yield the final solu­
tion of the heat flows in the time domain: 

∞ ∞ 

· Tt−iΔt · Tt−iΔtqcond,i→m = Ai · Xi i − Ai · Yi e (13.22) 
i=0 i=0 

∞ ∞ 

· Tt−iΔt · Tt−iΔtqcond,m→e = Ae · Yi − Ae · Zi (13.23)i e 
i=0 i=0 
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where Xi, Yi, and Zi form the complete set of response functions for 
the envelope assembly. 

As can be seen from Equations 13.22 and 13.23, the qcond,i→m 

and qcond,m→e heat flows at the current simulation timestep are cal­
culated from the current (i = 0) and past (i ≥ 1) Ti and Te surface 
temperatures. 

Application of these equations is computationally efficient—that 
was the prime motivation for the response factor method—because 
they are simple algebraic summations. Although the procedure for 
determining the response functions may be mathematically com­
plex, Xi, Yi, and Zi are time-invariant and therefore need only be 
calculated once prior to the simulation. A cost of this computational 
efficiency, however, is that the temperature dependence of thermo­
physical properties cannot be considered. 

13.5 TRANSFER FUNCTION METHODS 

Not long after they proposed the response function method de­
scribed in the previous section, Stephenson and Mitalas (1971) 
proposed an advancement—essentially a more computationally ef­
ficient arrangement—based upon Z-transforms. 

Z-transforms 

The method commences by approximating the Laplace transform 
of Equation 13.13 with an infinite summation: 

∞ 

f (p) = e−pt · F(t)dt 
0 

≈ Δt · F(0) + F(Δt)e−pΔt + F(2Δt)e−2pΔt (13.24) 

−3pΔt + · −npΔt+ F(3Δt)e · · + F(nΔt)e

Equation 13.24 can be expressed more compactly by letting 
z = epΔt and casting the equation as a function of the independent 
variable z: 

−2f (p) = f (z) ≈ Δt · F(0) + F(Δt)z−1 + F(2Δt)z
(13.25)

−n+ F(3Δt)z−3 + · · · + F(nΔt)z
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Equation 13.25 is known as the Z-transform of the function F(t). 
Making use of this, the Z-transform of a function representing an en­
velope assembly’s external surface temperature can be expressed 
as: 

−2Θe(z) = Δt · Te(0) + Te(Δt)z−1 + Te(2Δt)z
(13.26)

−n+ Te(3Δt)z−3 + · · · + Te(nΔt)z

And the Z-transform of a function representing the heat flow 
from the internal surface to the mass of the envelope assembly (see 
Figure 13.1) can be expressed as: 

−1Ψi(z) = Δt · qcond,i→m(0) + qcond,i→m(Δt)z
−3+ qcond,i→m(2Δt)z−2 + qcond,i→m(3Δt)z (13.27) 

−n+ · · · + qcond,i→m(nΔt)z

Weighting factors 

The above Z-transforms approximate the Laplace transforms that 
were treated in the previous section. Equation 13.26 is known as 
the excitation at the external surface, while Equation 13.27 is known 
as the response at the internal surface. The Z-transfer function of 
the system is the ratio of the two, that is, the ratio of the response 
to the excitation: 

ΨiK (z) = (13.28)
Θe 

A specific functional form is then imposed for the above Z-
transfer function of the system: 

a0 + a1z−1 + a2z−2 + a3z−3 + · · · 
K (z) = (13.29)

b0 + b1z−1 + b2z−2 + b3z−3 + · · · 

The ai and bi coefficients of this equation are known as weight­
ing factors. Their values must be chosen to respect the equality 
between Equations 13.28 and 13.29. 

Equations 13.26 and 13.27 are substituted into Equation 13.28 
and the resulting K (z) function replaces the left side of Equation 

http:qcond,i�m(3�t)z(13.27
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13.29. We now have an expression that includes a quotient of poly­
nomials involving Te and qcond,i→m on the left and a quotient of poly­
nomials involving ai and bi weighting factors on the right. 

Partial solution 

After considerable algebraic manipulation, a partial solution can be 
derived that does not require evaluation of the quantity z: 

 A
q i  

  n n
 
\ · Tt
cond,i m = · ai e 

−iΔt t−iΔt

→ b

− 
 

bi · qcond,i→m 
0 

 
(13.30)

i=0 i=1 

q\ 
cond,i m is a partial solution of the heat transfer at the current →

timestep. As can be seen from Equation 13.30, this is given as a 
weighted summation of temperatures at the external surface for the 
current (i = 0) and past (i ≥ 1) timesteps, as well as heat transfer 
values from past timesteps. 

Contrast this with the similar partial solution from the response 
function method (Equation 13.21). The response function solution 
is also a weighted summation, but it contains only current and past 
temperatures, and not heat transfer values. In practice the ai and 
bi weighting factors diminish to negligible values at a much faster 
rate than do the elements of the Yi response factors. So in prac­
tice the summations of Equation 13.30 need consider many fewer 
terms than the summation of Equation 13.21. This is the primary 
advantage of this method, which led to its wide adoption by many 
of the earliest BPS tools. 

Transfer functions 

The solution shown in Equation 13.30 is partial (indicated by \) be­
cause it considers the heat transfer response at the internal surface 
due to the application of a temperature excitation at the external 
surface. The solution must be completed by analyzing the other 
parts, as was done with the response function method in the previ­
ous section. 

The combination of these partial solutions leads to expressions 
that calculate the surface heat flows at the current timestep based 
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upon surface temperatures at current and past times, and upon sur­
face heat flows at past times: 

i · 
 n n 

qcond,i m = A Xi · Tt−iΔt  A   Tt−iΔt 
→ i − i ·

 
Yi · e 

i=0 i=0  n (13.31) 

+ W Δt 
i · qt

cond
−i

,i→m 
i=1 

qcond,m e = A→ e ·
 n n 

Y t iΔt 
i · T − − A t iΔt

i e 

i

·
 

Zi · Te 
−

=0 i=0  n (13.32) 

+ W · qt−iΔt
i cond,m→e 

i=1 

Wi, Xi, Yi, and Zi are known as transfer functions (often called 
conduction transfer functions). These are composed from the ai and 
bi weighting factors arising from the partial solutions in the form of 
Equation 13.30. 

Determining transfer functions from response functions 

Numerous methods have been devised to calculate transfer func­
tions, although only two are commonly employed by BPS tools. 

The first—which is often referred to as the direct root finding 
method—derives transfer functions from response functions. The 
basis of this approach can be understood by examining Equations 
13.21 and 13.30. Both are partial solutions which relate the heat 
transfer response at the internal surface due to a temperature ex­
citation at the external surface. By equating these two partial solu­
tions, the ai and bi weighting factors can be determined from Yi 

with the aid of an additional transformation and a recursive analysis. 
(The interested reader is referred to Underwood and Yik (2004) for 
details.) 

Therefore, with the direct root finding method the entire re­
sponse function procedure described in Section 13.4 is first applied 
to determine the Xi, Yi, and Zi response functions. The ai and bi 

weighting factors are derived from these, and then combined to de­
termine the Wi, Xi, Yi, and Zi transfer functions. 
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An important limitation of this approach is that significant trunca­
tion and round-off errors can occur in the case of thermally massive 
envelope assemblies, particularly when short timesteps are em­
ployed. To mitigate this problem, some BPS tools using this ap­
proach will restrict simulations to relatively coarse timesteps (per­
haps 30 minutes or longer). As such coarse timesteps can impose 
significant limitations, some tools allow the use of a short timestep 
for simulating most of the heat and mass transfer processes, while 
calculating heat transfer through the opaque assemblies with a 
coarser timestep. 

The state-space method for determining transfer functions 

The second method commonly used in BPS for determining transfer 
functions is known as the state-space method. Based on the work 
of Ceylan and Myers (1980), the method commences with discret­
izing the envelope assembly using a finite difference method much 
like the one described in Section 13.3. 

An algebraic approximation of the governing heat diffusion 
equation (Equation 13.1) is established for each node. However, 
rather than approximating the transient term using discretization 
techniques (see Equation 13.6), the time derivatives are retained 
within the resulting matrix of equations. 

Unlike numerical methods, the matrix of equations is not solved 
to predict the nodal temperatures located within the envelope as­
sembly. Rather, through the use of matrix algebra these nodal tem­
peratures are absorbed and the set of equations is rearranged to 
yield a solution for qcond,i→m and qcond,m→e in the form of Equations 
13.31 and 13.32. 

The Wi, Xi, Yi, and Zi transfer functions are then determined 
directly from this numerical solution, thus eliminating the need to 
calculate the Xi, Yi, and Zi response functions. As shown by Del­
croix et al. (2013), the state-space method produces similar results 
to the direct root finding method but allows simulations to be con­
ducted with somewhat shorter timesteps. You will learn more about 
this through one of this chapter’s required readings. 

Since the numerical calculations need to be performed only 
once prior to the timestep simulation to establish the transfer func­
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tions, the state-space method is computationally more efficient than 
numerical methods. However, as with the direct root finding method 
(and other transfer function methods), it treats k , ρ, and cP as time-
invariant. 

13.6 LUMPED PARAMETER METHODS 

Because of its computational simplicity, the lumped parameter 
method is sometimes used when a large number of simulations 
must be conducted very rapidly, possibly with short timesteps. This 
might be required for the study of building control systems or for 
model predictive control, for example. 

This treats the envelope assembly as being composed of a 
small number of uniform temperature lumps. Heat transfer and stor­
age by the lumps is approximated using an electrical circuit analogy. 
This is illustrated in Figure 13.9. In this case the envelope assembly 
is represented with a first-order lumped parameter model wherein 
the entirety of the material layers is taken to be one lump. 

Ti Te 

TmRi Re 

Cm 

Figure 13.9: First-order lumped parameter method
 

Tm represents the fictitious uniform temperature of the envel­
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ope assembly, and Ri and Re represent steady-state thermal res­
istances between Tm and the surface temperatures (m2 K/W). The 
energy storage of the envelope assembly is considered through the 
capacitance parameter, Cm, which is a summation of the product of 
ρ, cP , and volume of the material layers (J/K). 

The overall steady-state thermal resistance of the envelope as­
sembly is calculated and this is divided into Ri and Re. Various tech­
niques are available for apportioning this quantity. 

Since the entire envelope assembly is treated as a single lump, 
the governing heat diffusion equation (Equation 13.1) reduces to 
a very simple form that can be rapidly calculated to determine the 
fictitious temperature of the assembly: 

Tm − Tm
t−Δt A Te − Tm Tm − Ti = · − (13.33)

Δt Cm Re Ri 

The required heat transfer terms are then calculated: 

Ti − Tm qcond,i→m = Ai · (13.34)
Ri 

Tm − Te qcond,m→e = Ae · (13.35)
Re 

The implications of the coarse representation of the lumps is 
evident. To partially mitigate this, sometimes second or higher order 
schemes are used wherein the envelope assembly is represented 
by more than one lump. 

Tools that apply lumped parameter methods sacrifice a certain 
degree of accuracy to achieve computational efficiency. This may 
be a reasonable tradeoff in applications like model predictive con­
trol, where a large number of simulations over a short time hori­
zon might be conducted to establish appropriate building control 
strategies. However, this technique is not commonly used by BPS 
tools that are used to conduct longer-term simulations. 

13.7 MULTIDIMENSIONAL EFFECTS 

All the methods described in this chapter for calculating transient
 
conduction through envelope assemblies are based upon solving
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the one-dimensional heat diffusion equation (Equation 13.1). Heat 
transfer will deviate from this idealization when there are alternate 
flow paths with differing thermal characteristics. 

Such multidimensional behaviour will be most pronounced in re­
gions where materials with vastly different thermophysical proper­
ties intersect. This is commonly referred to as thermal bridging. The 
most significant thermal bridges tend to be caused by structural ele­
ments made from metals, concrete, and wood, which have higher 
thermal conductivities than surrounding insulation materials. 

Very few BPS tools treat these multidimensional effects expli­
citly. Some allow the description of so-called point and linear anom­
alies that cause thermal bridging. These are essentially prescribed 
heat loss coefficients (W/K) that are simply multiplied by the the 
indoor–outdoor temperature difference, and the resulting rate of 
heat transfer is used to augment qcond,i→m or qcond,m→e. 

This steady-state approach relies upon the user to prescribe 
appropriate coefficients for each envelope assembly. Catalogues of 
coefficients of point and linear anomalies have been produced for 
various construction practices. Alternatively, the user can turn to an 
external detailed tool to calculate values themselves. 

Many BPS tools provide no facilities whatsoever to treat thermal 
bridges. Rather they rely upon the user to either subdivide the en­
velope assembly or to modify the thermophysical properties of ma­
terials to approximately account for thermal bridges. These two ap­
proaches are illustrated in Figures 13.10 and 13.11. The actual con­
struction of an envelope assembly under consideration is shown 
on the left of both figures. It can be seen that the continuity of 
the insulation layer (middle layer) is interrupted by structural ele­
ments, whose relatively high thermal conductivity results in thermal 
bridges. 

The increased heat transfer caused by the thermal bridges is 
approximated in the modelling approach illustrated in Figure 13.10 
by disregarding the structural elements and by reducing the thick­
ness of the insulation layer (right side of figure). A different ap­
proach is illustrated in the right side of Figure 13.11. In this case, 
two separate envelope assemblies are used: one contains insula­
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Actual Modelled
 

Figure 13.10: Approximating impact of thermal bridges by adjusting 
thermophysical properties (structural elements indicated by and 
insulation by ) 

Actual Modelled 

+ 

Figure 13.11: Approximating impact of thermal bridges by subdivid­
ing assembly (structural elements indicated by and insulation by 

) 

tion without the structural elements and the other contains the struc­
tural elements but no insulation. 

In many cases users perform calculations using either the 
so-called parallel path method or the isothermal planes method 
(ASHRAE, 2017) to determine the envelope assembly’s overall heat 
loss coefficient under steady-state conditions (other estimation ap­
proaches are also available.) Using this result, the user can then 
determine appropriate dimensions and thermophysical properties 
for representing the envelope assembly in the BPS tool using either 
the approach illustrated in Figure 13.10 or that illustrated in Figure 
13.11. Other approximation approaches are also in use. 

13.8 REQUIRED READING 

Reading 13–A 

Mazzarella and Pasini (2015) examine the performance of five 
methods—three finite-difference schemes and two transfer function 
approaches—for calculating heat transfer through opaque envelope 
assemblies. They compare predictions from these five calculation 
approaches to analytical solutions for five different wall assemblies. 
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Simulations are conducted with timesteps of 3 minutes, 15 minutes, 
and 1 hour. 

Read this article in its entirety and find answers to the following 
questions: 

1. Which	 finite-difference discretization schemes were ex­
amined? 

2. Which of the finite-difference	 discretization schemes pro­
duced the most accurate results? 

3. Which of the five methods produced the most accurate results 
for timesteps of 3 minutes and 15 minutes? Which methods 
produced inaccurate results for these timesteps? 

4. Which methods produced accurate results for timesteps of 1 
hour? 

5. Which of the five wall assemblies examined resulted in the 
greatest calculation errors? Why? Which method provided the 
most accurate results for this wall assembly? 

Reading 13–B 

Berardi and Naldi (2017) discuss the temperature dependence of 
the effective thermal conductivity of common insulation materials 
and provide measured data for four insulation materials over a wide 
range of temperatures. They also conduct simulations in two cli­
mate regions to assess the impact of neglecting this temperature 
dependency. 

Read this article in its entirety and find answers to the following 
questions: 

1. What are the four insulation materials they tested? 
2. Which material was found to have a higher effective thermal 

conductivity when the temperature decreased below 0 ◦C? 
3. Describe the wall and roof assemblies they considered in their 

simulations. 
4. Approximately how much higher is the effective thermal con­

ductivity of XPS insulation at 30 ◦C compared to at −10 ◦C? 
5. Neglecting	 the temperature dependence of the effective 

thermal conductivity of the insulation materials led to some 
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significant errors in their simulation predictions. What range 
of errors did they find for the wall assemblies? 

6. Why did neglecting the temperature dependency have a much 
greater impact on the simulation predictions of the roof as­
semblies? 

13.9 SOURCES FOR FURTHER LEARNING 

•	 Delcroix et al. (2013) compare the performance of direct 
root finding and state-space methods for determining trans­
fer functions. 

•	 Prada et al. (2014) examine the impact of uncertainty in 
thermophysical properties on the predictions from finite-
difference and transfer function approaches for calculating 
heat transfer through opaque envelope assemblies. 

•	 Tabares-Velasco and Griffith (2012) present a suite of ana­
lytical and numerical test cases for verifying and diagnosing 
models for predicting heat transfer through opaque envelope 
assemblies. 

•	 Strachan et al. (2016) describe an empirical validation study 
in which 21 teams simulated the performance of two identical 
full-size buildings. They provide some interesting commentary 
about the wide divergence in approaches used by the teams 
for treating the thermal bridge details that were provided in 
the specification describing the buildings. 

•	 Both Clarke (2001) and Underwood and Yik (2004) provide 
detailed descriptions of response function, transfer function, 
and numerical methods for calculating heat transfer through 
opaque envelope assemblies. 

13.10 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 
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Exercise 13–A 

Consult your BPS tool’s help file or technical documentation to de­
termine its default approach for modelling heat transfer through 
opaque envelope assemblies. Does your tool impose restrictions 
on the timesteps that can be used for simulations? What are the 
reasons for these restrictions? (Refer to the theory presented in 
this chapter.) 

Does your tool support optional methods? For example, if your 
tool employs a numerical method can you control its temporal and 
spatial discretization schemes (refer to Section 13.3)? 

If you used your BPS tool’s default method in the Base Case, 
then configure it now to use an optional method. Otherwise, config­
ure it to now use its default method. Perform another annual simu­
lation using the same timestep. 

Compare the results of the two simulations. What impact does 
this change have upon the annual space heating load? And upon 
the annual space cooling load? Was there an appreciable impact 
upon the time required to perform the simulations? 

Exercise 13–B 

Revert to your Base Case. 
The thermophysical properties of the two material layers forming 

the floor construction of the Base Case were defined in Table 1.4. 
Now increase the apparent thermal conductivity of the concrete by 
15 % and perform another simulation using the same timestep. 

Revert to your Base Case, increase the concrete’s density by 
15 %, and perform another simulation. 

Revert to your Base Case, increase the concrete’s specific heat 
by 15 %, and perform another simulation. 

What impact does each of these property changes have upon 
the annual space heating load? And upon the annual space cool­
ing load? Are these results in line with your expectations? Think 
of a situation where altering the properties of a thermally massive 
element such as this would have a greater impact. 
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Exercise 13–C 

Revert to your Base Case and then repeat the above analysis by 
increasing the apparent thermal conductivity, density, and specific 
heat of the floor’s XPS insulation layer by 15 %, one at a time. 

What impact does each of these property changes have upon 
the annual space heating load? And upon the annual space cooling 
load? 

Contrast the results from Exercise 13–B and Exercise 13–C. 
Which property changes had the greatest impact? Which had min­
imal impact? Explain these observations. What generalizations can 
you draw from your results? 

Exercise 13–D 

Revert to your Base Case. 
The properties of the materials forming the wall assembly of 

the Base Case were defined in Table 1.3. You were told to as­
sume that each material layer was homogeneous and to ignore the 
thermal impact of building structural components, fasteners, and 
other thermal bridges. 

You will now consider the impact of thermal bridges caused by 
some of the wall’s structure. The wall’s structure is composed of 
a wood frame that uses studs as the vertical framing members. 
These studs are placed within the glass fibre layer, as illustrated in 
Figure 13.12. They measure 40 mm by 140 mm and are horizontally 
spaced at intervals of 600 mm. 

Because the apparent thermal conductivity of the wood studs is 
higher than that of the surrounding glass fibre insulation, the studs 
form thermal bridges and result in multidimensional heat transfer. 

What options does your chosen BPS tool offer for treating such 
thermal bridges? If your tool considers point or linear thermal bridge 
anomalies, then select appropriate inputs for this situation. You may 
have to consult a catalogue of coefficients or you may have to 
make assumptions about the thermophysical properties of the wood 
studs. 

Alternatively, apply one of the approaches described in Section 
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Figure 13.12: Plan view of wall assembly for Exercise 13–D 

13.7 and illustrated in Figures 13.10 and 13.11. Again, make any 
appropriate and necessary assumptions. 

Perform a simulation using the same timestep. Compare the res­
ults to those of the Base Case. What impact does this have upon 
the annual space heating load? And upon the annual space cooling 
load? 

What other thermal bridges may exist in the Base Case? Dis­
cuss the significance of treating thermal bridges and the implica­
tions of ignoring them. 

Exercise 13–E 

Thermal conductivities were provided in Section 1.9 for all of the 
materials forming the Base Case envelope assemblies. As ex­
plained in Sections 13.1 and 13.2, these effective thermal conduct­
ivities approximately represent all of the heat transfer processes oc­
curring in reality and are typically measured at ∼24 ◦C. You learned 
about the temperature dependence of some insulation materials 
through Reading 13–B. 

Does your chosen BPS tool provide facilities for considering the 
temperature dependence of the effective thermal conductivity of 
materials? If not, explain why. If it does, then use the measured data 
provided in Table 1 of Reading 13–B to characterize the temperat­
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ure dependence of the floor’s XPS insulation. Conduct a simulation 
with the same timestep. 

Compare the results to those of the Base Case. What impact 
does this have upon the annual space heating load? And upon the 
annual space cooling load? 

Discuss the significance of ignoring the temperature depend­
ence of the effective conductivity of insulation materials. 

13.11 CLOSING REMARKS 

This chapter described the main classes of methods that are com­
monly employed for calculating heat transfer through opaque envel­
ope assemblies. It explained that in reality this heat transfer involves 
all modes (conduction, convection, and radiation) and is multidi­
mensional, but that most BPS tools treat this as a conduction-only 
one-dimensional problem. 

The computationally efficient response function and transfer 
function methods were explained. These impose an important re­
striction in that the temperature dependence of thermophysical 
properties cannot be considered. In some cases they are also lim­
ited to fairly coarse simulation timesteps. However, when thermo­
physical properties are only weakly dependent upon temperature, 
the response function and transfer function methods can achieve a 
high degree of accuracy. 

Numerical methods were also explained, and you came to real­
ize why these impose a greater computational burden. Although 
discretization errors can occur if numerical methods are not cor­
rectly configured, this approach offers some important advantages, 
in that it can be exercised at shorter timesteps and the temperat­
ure dependence of thermophysical properties can be considered. 
This can be an important consideration for some insulations, and is 
essential for representing phase-change materials. 

Through the required readings you came to understand some 
of the advantages and limitations of these approaches, and de­
veloped an appreciation for the importance of considering the tem­
perature dependence of thermophysical properties. You discovered 
the default and optional methods available in your chosen BPS 
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tool through the simulation exercises, and developed techniques for 
dealing with thermal bridges. 
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C H A P T E R 14 

Heat transfer in 
transparent assemblies 

T his chapter describes the methods that are used to model heat 
transfer through transparent envelope assemblies (windows 

and skylights). These assemblies are commonly composed of in­
sulated glazing units contained within structural framing. 

Chapter learning objectives 

1. Understand how the previously described internal surface 
and external surface energy balances can be extended to 
consider additional heat transfer processes occurring in trans­
parent assemblies. 

2. Comprehend the options for calculating solar transmission 
and absorption by glazings, and the approximations used to 
account for off-normal solar irradiance. 

3. Grasp how heat transfer between glazings can be calculated. 
4. Appreciate the techniques that can be used to account for the 

presence of blinds and drapes. 
5. Realize	 the sensitivity of simulation predictions to glazing 

property values. 

239 
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14.1 HEAT TRANSFER PROCESSES 

Chapter 3 treated the methods used to determine the rate of ab­
sorption of solar energy by internal building surfaces. It explained 
how the qsolar→i quantity required by the internal surface energy 
balance of Equation 2.14 can be calculated once the solar ir­
radiance transmitted through the transparent envelope assembly 
(Gsolar ,window ) is known. Refer back to Figure 3.4 which illustrates 
the beam and diffuse components of Gsolar ,window . 

Chapter 9 described the approaches used to calculate Gsolar→e, 
the solar irradiance incident upon external surfaces (including those 
of transparent assemblies). The beam and diffuse components of 
this quantity are also illustrated in Figure 3.4. This chapter con­
nects these two topics by explaining how transparent assemblies 
are modelled to calculate Gsolar ,window from Gsolar→e. 

The insulated glazing unit of a transparent assembly is illus­
trated in Figure 14.1. It will transmit a portion of the solar radiation 
incident upon its external surface, and this will depend upon the 
radiative properties of the glazings and the incident angles of the 
beam and diffuse irradiance. Some of the incident solar irradiance 
will also be absorbed by the glazings. This is illustrated in Figure 
14.1, where it can be seen that each of the two glazings absorb a 
portion of the incident solar irradiance. 

The internal surface of the innermost glazing layer exchanges 
energy with the zone air through convection. It also exchanges en­
ergy with all other internal building surfaces through longwave radi­
ation exchange, and possibly with internal heat sources and HVAC 
components that emit longwave radiation. Likewise, the external 
surface of the outermost glazing layer exchanges energy with the 
exterior environment through convection and longwave radiation. 

Energy is transferred through each glazing via conduction and 
can be stored in the glazing’s thermal mass. As shown in Figure 
14.1, there will be convection heat transfer from the glazings to the 
fill gas contained within the insulated glazing unit. A glazing will also 
exchange longwave radiation with other glazings, but this will be 
limited to adjacent glazings since glass is opaque in the longwave 
spectrum. 
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Figure 14.1: Heat transfer processes through a transparent as­
sembly (cross-sectional view) 

Energy will be transmitted across the spacers that separate the 
glazings, and also to the frame (not shown in Figure 14.1) that con­
tains the insulated glazing unit. Depending upon the materials and 
construction of these components, this energy exchange could in­
volve conduction, convection, and longwave radiation processes, 
and will be multidimensional. 

The presence of blinds or drapes can influence these modes of 
heat transfer and add additional paths, as you will discover through 
this chapter’s required reading. 

14.2 MODELLING APPROACH 

As with heat transfer through opaque envelope assemblies, the heat 
transfer through transparent assemblies is commonly treated as 
one-dimensional. 

An energy balance in the form of Equation 2.14 can be es­
tablished at the internal surface of the innermost glazing of the 
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transparent assembly. The convection and longwave radiation pro­
cesses described in the previous section that occur at this surface 
are identical to those occurring at the internal surfaces of opaque 
envelope assemblies, and can be treated with the same methods 
that were described in Chapters 4, 5, and 6. 

This energy balance at the internal surface of the innermost 
glazing includes a term representing the absorption of solar ra­
diation, qsolar→i. Chapter 3 described methods for calculating this 
quantity, but that chapter did not consider the absorption of incom­
ing solar radiation that occurs in transparent assemblies. Therefore, 
this chapter describes approaches that can be used for calculating 
qsolar→i for transparent assemblies. 

The internal surface energy balance also included the term 
qcond,i→m to represent the heat transfer from surface i into the mass 
of the materials comprising the envelope assembly. Chapter 13 
reviewed the methods commonly used to calculate this term for 
opaque envelope assemblies, but the current chapter will expand 
upon that treatment to discuss how it is handled for transparent as­
semblies. 

In a similar fashion, an energy balance in the form of Equa­
tion 8.1 can be established at the external surface of the outer­
most glazing of the transparent assembly. The convection and long-
wave radiation processes described in the previous section that 
occur at this surface are identical to those occurring at external 
surfaces of opaque envelope assemblies, and can be treated with 
the same methods that were described in Chapters 10 and 11. But 
as with the internal surface of the transparent assembly, alternate 
approaches—treated in this chapter—are required to consider the 
qsolar→e and qcond,m→e terms of the external surface energy balance. 

The following sections also discuss the treatment of the other 
heat transfer processes mentioned in the previous section. This 
includes solar transmission through transparent assemblies, con­
vection between glazings and fill gas, longwave radiation exchange 
between glazings, and heat transfer through spacers and frames. 
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14.3 SOLAR TRANSMISSION AND ABSORPTION 

Various methods are used to calculate the transmission of solar 
irradiance through transparent assemblies, and to determine the 
rate of energy absorption on each glazing. 

Ray tracing 

Many BPS tools employ a ray-tracing procedure to calculate the 
rate of absorption of incident solar energy by each glazing, and 
the amount that is transmitted through the assembly to the building 
interior. This requires the user to provide radiative property data in 
the solar spectrum for each of the assembly’s glazings, such as that 
provided in Table 1.6 for the Base Case. Some tools provide data­
bases of commercially available glazings that contain the required 
data to facilitate data entry. 

Consider the double-glazed assembly illustrated in Figure 14.2. 
It is common practice to number the surfaces as in this figure, where 
surface 1 is the outermost surface. Recall that Gsolar→e is the solar 
irradiance incident on the external surface of the assembly and 
that Gsolar ,window is the irradiance that is transmitted through the as­
sembly to the indoor environment (see Figure 14.2). 

A ray-tracing analysis can be conducted to determine Gsolar ,window 

from Gsolar→e. This requires knowledge of the reflectivity and ab­
sorptivity in the solar spectrum of each glazing surface, as well as 
the transmissivity of each glazing. Referring to the outermost glaz­
ing in Figure 14.2, ρ(1) is the reflectivity of surface 1 to incoming solar ,θ 

solar irradiance at an incidence angle of θ, while ρ(2) is the re­solar ,θ 
flectivity of surface 2 to outgoing solar irradiance. The solar trans­
missivity of the glazing at incidence angle θ is given by τ (12) 

solar ,θ. 
Since radiation will either be transmitted, reflected, or absorbed, 

the solar absorptivity of each surface can be derived from these 
data (see Equation 3.7). For example: 

(1) (12) (1)α = 1 − τ − ρ (14.1)solar ,θ solar ,θ solar ,θ 
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1234 

Indoor environment Exterior environment 

Gsolar→e 

Gsolar ,window 

θ 

Figure 14.2: Numbering scheme used to analyze solar processes 
in a double-glazed transparent assembly 

Transmission through assembly 

A portion of the incident solar irradiance at the given incidence 
angle will be directly transmitted to the building interior, that is trans­
mitted through each glazing layer without reflection. This is illus­
trated in the left of Figure 14.3. This directly transmitted radiation is 
given by: 

(12) (34)Gt0 = Gsolar→e · τ · τ (14.2)solar ,window solar ,θ solar ,θ 

where t0 indicates irradiance that is transmitted to the indoor envir­
onment without reflection. 

Some irradiance will also be transmitted to the building interior 
after inter-reflections by the glazing layers. The right side of Fig­
ure 14.3 illustrates irradiance that is transmitted through the outer­
most glazing and that is eventually transmitted through the inner­
most glazing to the indoor environment after reflecting on surface 3 
and then on surface 2. This component of the transmission is given 
by: 

(12) (3) (2) (34)Gt1 · τ · ρ · ρ · τ (14.3)solar ,window = Gsolar→e solar ,θ solar ,θ solar ,θ solar ,θ 
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Figure 14.3: Transmission to indoor environment directly (left) and 
following one set of inter-reflections (right) 

where t1 indicates irradiance that is transmitted to the indoor envir­
onment after one set of inter-reflections. 

This analysis can be continued to consider transmission occur­
ring following two or more additional sets of inter-reflections. Sum­
ming these components leads to the total transmission of solar irra­
diance to the indoor environment in the form of a geometric series: 

Gsolar ,window = 
 ∞ 

Gti
 
solar ,window 

i=0
 

= 
 ∞ i

Gsolar e · (12) 
 

(3) (2) 
 

(34)τ→ solar ,θ · ρsolar ,θ · ρsolar ,θ · τsolar ,θ (14.4)
i=0 

G (12) (34)
solar→e · τsolar ,θ · τ= solar ,θ 

1 − (2) (3)ρsolar ,θ · ρsolar ,θ 

Therefore, Equation 14.4 can be used to calculate the total 
transmission of solar irradiance to the indoor environment know­
ing Gsolar and →e the radiative properties of each glazing layer at the 
prevailing angle of incidence. 
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Absorption by glazings 

The absorption of solar energy by the glazings can be analyzed in 
a similar fashion. Consider the innermost glazing of Figure 14.2. 
Some of the solar irradiance transmitted through the outermost 
glazing will be directly absorbed by the innermost glazing, while 
some will be absorbed following reflections between surfaces 2 and 
3. This leads to the infinite geometric series: 

∞ i
(12) (3) (3) (2)· · τ · α · ρ · ρqsolar→34 = Ai Gsolar→e solar ,θ solar ,θ solar ,θ solar ,θ 

i=0 
(12) (3)Ai · Gsolar→e · τ · αsolar ,θ solar ,θ = (2) (3)1 − ρ · ρsolar ,θ solar ,θ 

(14.5) 
qsolar→34 represents the rate of energy absorption by the inner­

most glazing. The next section will discuss how qsolar→i is determ­
ined from this quantity. 

The absorption by the outermost glazing can be determined in 
a similar fashion by considering direct absorption and absorption 
following reflections between surfaces 2 and 3: 

qsolar 12 = Ae · G (1)

→ solar→e · αsolar ,θ
 

+ 
 ∞  i

A · G · (12) · (3) · (2) · (2) (3)
e solar e τsolar ,θ ρsolar ,θ αsolar ,θ ρsolar ,θ ·ρ→ solar ,θ 

i=0 

 
 

 
(12) (3) (2)τsolar · ρ

= A · (1) ,θ  
G · + solar ,θ solar

e 
· α ,θ 

solar→e αsolar ,θ 1 − (2) (3)ρsolar ,θ · ρsolar ,θ

 
(14.6) 

The above procedures can be extended to determine the trans­
mission and absorption of an assembly composed of any number 
of glazings. 

Off-normal incidence 

Most available glazing data have been determined with spectropho­
tometers that can only measure at normal incidence. This is an im­
portant limitation because Equations 14.4 through 14.6 require the 
radiation properties at the prevailing incidence angle, and this angle 
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will only rarely be normal. For example, the incidence angle of the 
beam irradiation to a south facing window will usually be greater 
than 40◦ . 

To deal with this, most BPS tools that apply a ray-tracing ap­
proach determine off-normal radiative properties from the user-
supplied normal-incidence data (refer to Table 1.6). 

The transmissivity of uncoated glazings decreases only slightly 
from 0◦ < θ < 40◦, and then drops more rapidly to zero at θ = 90◦ . 
And the reflectivity remains roughly constant from 0◦ < θ < 40◦ 

and then rises rapidly to 1 at θ = 90◦. Many BPS tools accurately 
calculate—for uncoated glazings—this angular dependence based 
upon fundamental optical relations using the method proposed by 
Furler (1991). 

This method relates the angular property to the value at normal 
incidence. Figure 14.4 plots the result of these calculations for two 
uncoated, homogeneous glazings. Using this approach, the BPS 
tool can determine the τsolar ,θ, ρsolar ,θ, and αsolar ,θ values required by 
Equations 14.4 through 14.6 for the prevailing incidence angle. 
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Figure 14.4: Transmissivity of two uncoated, homogeneous glaz­
ings as a function of incidence angle 
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However, Furler’s method cannot be applied to coated glazings, 
which contain very thin layers that are deposited upon homogen­
eous glazings. (Two of the Base Case glazings are coated.) Since 
no comparable calculation approach has been devised for coated 
glazings, BPS tools commonly approximate the off-normal beha­
viour of coated glazings by assuming they behave like uncoated 
glazings. This is done by using a curve such as those plotted in Fig­
ure 14.4. It is common to use a relationship for bronze glass when 
treating a coated glazing with a low normal transmissivity, and one 
for clear glass for more transparent coated glazings. 

Equations 14.4 through 14.6 are applied for both the beam 
(Gsolar beam→e) and diffuse (Gsolar diff→e) components of the incident 
irradiance. We previously discussed how θ is determined for the 
beam component (see Section 9.3). The radiative properties (such 
as given in Figure 14.4) are usually integrated over the hemisphere 
to determine appropriate values of τsolar ,θ, ρsolar ,θ, and αsolar ,θ for 
analyzing the diffuse component. 

Spectral versus total quantities 

Some glazings—in particular those with coatings—are spectrally 
selective, meaning that their radiative properties strongly depend 
upon wavelength. Figure 14.5 plots the transmissivity of two glaz­
ings as a function of wavelength. As can be seen, the transmissivity 
of the clear glazing is fairly constant throughout most of the solar 
spectrum (0.3 µm λ 2.4 µm). In contrast, the coated glazing has 
a high transmissivity in the visible spectrum, but it drops off sharply 
in the infrared region. (You might want to refer back to Section 3.2.) 

Some BPS tools perform the calculations of Equations 14.4 
through 14.6 using total radiative properties that are input by the 
user. Others, however, more accurately calculate the transmission 
through the transparent assembly and the absorption by glazings 
by considering spectral effects. This approach requires the user to 
supply wavelength-dependent radiative properties (τλ,θ, ρλ,θ, αλ,θ) 
for each glazingi. 

iThe Lawrence Berkeley National Laboratory’s WINDOW tool provides a com­
prehensive library of glazing property data. 
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Figure 14.5: Specular transmissivity of two glazings 

With the spectral approach, Equations 14.4 through 14.6 are 
evaluated at a number of different wavelengths using wavelength-
dependent properties. A weighted integration of these results is 
then performed to determine the total irradiance quantities integ­
rated over the solar spectrum (e.g. Gsolar ,window ). You will explore this 
approach during one of this chapter’s simulation exercises. 

Other approaches 

The ray-tracing approaches outlined here are not universally em­
ployed by BPS tools. In some cases the user is required to provide 
angular dependent solar radiation properties for the glazings and/or 
for the transparent assembly, such as are provided in Table 1.7. 
As such data are rarely available, users must usually rely upon an 
external tool (e.g. LBNL WINDOW) to calculate these quantities. 
These external tools typically employ the ray-tracing methods out­
lined here. 

With this method, the BPS tool calculates the transmitted or 
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absorbed solar irradiance using expressions such as: 

Gsolar ,window = Gsolar→e · τsolar ,θ (14.7) 

where τsolar ,θ is provided by the user. 
Much more simplified (and less accurate) approaches are em­

ployed by some BPS tools. For example, some tools do not support 
the modelling of the individual conduction, convection, and radiation 
modes of heat transfer occurring within transparent assemblies, and 
instead rely on compound performance metrics such as the SHGC 
and an overall U-value that express the heat transfer for one set 
of nominal operating conditions. (Refer back to the Base Case de­
scription in Section 1.9.) 

With this method, the transmission of solar irradiance through 
the transparent assembly is given by: 

Gsolar ,window = Gsolar→e · SHGC (14.8) 

where the SHGC is given by the user, and may or may not vary with 
angle of incidence. 

14.4 CONDUCTION AND STORAGE BY GLAZING 

Various approaches are in use for treating energy transfer through 
glazings via conduction and energy storage in the glazing’s thermal 
mass. 

Some BPS tools ignore transient energy storage and treat heat 
transfer across the glazing as a steady-state conduction problem. 
Consider the innermost glazing of Figure 14.2. With the steady-
state assumption, conduction across the glazing can be given by: 

k34 qcond,i→m = qcond,4→3 = −qcond,3→4 = Ai · · (T4 − T3) (14.9)
Δx34 

where k34 is the thermal conductivity and Δx34 the thickness of the 
glazing. 

With this method the absorption of solar energy by the glazing 
is assumed to occur at the two surfaces of the glazing. As such, the 
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qsolar→34 calculated with Equation 14.5 is equally split between the 
energy balances of surfaces 3 and 4. 

Other BPS tools treat each glazing layer as being at a uniform 
temperature, i.e. T4 = T3. All of the absorbed solar energy appears 
in this balance. With this approach the qcond,i→m term of the internal 
surface energy balance is replaced by terms that consider convec­
tion to the fill gas and longwave radiation exchange with the neigh­
bouring glazing (topics of the next section). 

And some BPS tools apply the numerical or lumped parameter 
methods described in Chapter 13 to explicitly treat transient storage 
and conduction. As described above, these must also make as­
sumptions about how to apportion the absorbed solar energy (e.g. 
qsolar→34) to the nodes or lumps. 

14.5 HEAT TRANSFER BETWEEN GLAZINGS 

Most BPS tools form energy balances for the glazing surfaces ad­
jacent to the fill gas using the same type of approaches that were 
used to establish the internal surface energy balance of Equation 
2.14. Consider surface 3 in Figure 14.2. An energy balance for this 
surface can be written as: 

qsolar→3 + qcond,m→3 = qconv,3→gas + qlw,3→2 (14.10) 

Sections 14.3 and 14.4 described approaches for determining 
qsolar→3 and qcond,m→3. We will now look at how the techniques pre­
viously described in Chapters 4 and 5 can be used to establish the 
two terms on the right side of Equation 14.10. 

A temperature difference between surfaces 2 and 3 can give rise 
to a buoyancy-driven recirculation within the fill gas occupying the 
gap between the glazings. As this fill gas is a closed system with 
negligible mass to store energy, the rate of convection heat transfer 
from surface 3 to the gas can be considered to equal that from the 
gas to surface 2. As such: 

qconv,3→gas = qconv,gas→2 = Ai · hconv · (T3 − T2) (14.11) 

Determining an appropriate hconv convection coefficient is key 
to solving Equation 14.11. This can be accomplished by returning 
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to the methods introduced in Chapter 4. The natural convection re­
gime can be characterized by selecting a suitable Nusselt versus 
Rayleigh number correlation in the form of Equation 4.7 (different 
tools use different correlations), and the resulting Nusselt number 
is used to calculate hconv using Equation 4.2. 

The longwave radiation exchange between surfaces 2 and 3 can 
be treated by returning to the methods described in Chapter 5, in 
particular Section 5.6. Since the height of the transparent assembly 
is significantly greater than the spacing between glazings and since 
glass is opaque to longwave radiation, the view factors (introduced 
in Section 5.4) between glazings can be considered to be close to 
unity, that is f2 3 which cal­→3 = f →2 ≈ 1. With this, Equation 5.19, 
culates the net longwave radiation heat transfer between surfaces, 
can be written as: 

 lw,2 ·  lw  A 4 
,3 · σ · i · 

�
T3 − T4 

q 2 
lw,3 (14.12) →2 = 

1 − (1 −  lw,2)(1 −  lw,3) 

�
The above methods are the most accurate for determining 

the convection and longwave radiation between glazings, but they 
are not universally employed by BPS tools. Rather than calculat­
ing temperature-dependent convection and longwave radiation pro­
cesses using these approaches, some BPS tools use a more simpli­
fied treatment which requires the user to prescribe a time-invariant 
thermal resistance to represent these processes. 

In this case, the combined effects of convection and longwave 
radiation are calculated by: 

Ai · (Tq 3 − T2)
conv,3 2 + qlw,3 2 = (14.13)→ → Rgap 

where Rgap (m2 K/W) must be supplied by the user. 

14.6 SPACERS AND FRAMES 

As mentioned in Section 14.1, heat transfer through spacers and 
frames is multidimentional and may involve conduction, convection, 
and longwave radiation processes. This shares a good deal of com­
monality with thermal bridging through opaque envelope construc­
tions, the subject of Section 13.7. 
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Indeed, the techniques used to treat thermal bridging are also 
often employed to account for heat transfer through transparent as­
sembly spacers and frames. New assemblies are often added by 
the user to account for this heat transfer path. Tabulated data is 
often used to establish appropriate thermophysical properties for 
these assemblies. Alternatively, calculations can be performed in 
external tools to establish appropriate values. 

During this chapter’s simulation exercises you will explore the 
facilities available in your chosen BPS tool for treating spacers and 
frames. 

14.7 REQUIRED READING 

Reading 14–A 

Lomanowski and Wright (2012) describe a methodology for model­
ling so-called complex fenestration constructions. These are trans­
parent envelope assemblies that include shading devices, such as 
louvre blinds, roller blinds, or drapes. 

Read the first two sections of this article and find answers to the 
following: 

1. According to this article, BPS tools typically consider three 
parallel paths of heat transfer through transparent assem­
blies. What are these three paths? 

2. Which of these three paths typically accounts for the majority 
of heat transfer? 

3. Explain why the presence of shading devices complicates 
the calculation of solar transmission and absorption. Refer 
to Section 14.3 of this chapter in formulating your response. 
Which of this section’s equations will be affected by the pres­
ence of blinds? 

4. Explain why the presence of louvre blinds complicates the 
calculation of longwave radiation exchange between glazing 
layers. Refer to Section 14.5 of this chapter in formulating 
your response. 

5. What is the definition of diathermanous? 
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6. Why does the methodology treated in the article employ so-
called jump resistors? 

14.8 SOURCES FOR FURTHER LEARNING 

•	 Curcija et al. (2018) provide a comprehensive description of 
approaches for modelling heat transfer through transparent 
envelope assemblies. 

•	 de Gastines et al. (2019) describe a common approach for 
modelling heat transfer through window frames and propose 
improvements for treating highly conductive frames, such as 
those made of metal. 

14.9 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 14–A 

Section 1.9 provided data to support all of the models that are cur­
rently used by BPS tools for calculating the radiation, convection, 
and conduction processes that occur across transparent assem­
blies. From this you had to select the input data required by your 
chosen BPS tool and model. 

Which of the provided information did you use for simulating 
the Base Case? Based on information provided in your BPS tool’s 
help file or technical documentation, describe the model it uses to 
calculate heat transfer through transparent assemblies. 

Does your chosen BPS tool support optional methods for mod­
elling transparent assemblies? If so, then replace the model you 
employed with an alternate method provided by your tool, making 
use of the data provided in Section 1.9. Perform another annual 
simulation using the same timestep. 
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What impact does this choice of model have on the annual 
space heating load? And upon the annual space cooling load? 

Exercise 14–B 

Revert to your Base Case. 
The Base Case window is triple-glazed and filled with argon. 

The inner two glazings contain low-emissivity coatings on surfaces 
3 and 5, as illustrated by the dashed lines in Figure 1.3. 

Now replace the argon gas fill with air and perform another sim­
ulation using the same timestep. 

Revert to your Base Case, increase lw,front for glazings 3-4 and 
5-6 from 0.095 to 0.84, and perform another simulation. If your BPS 
tool does not use the data provided in Table 1.6 you will have to use 
an external tool to generate the equivalent of the data in Table 1.7 
or the SHGC and U-value. 

Revert to your Base Case, increase τsolar ,⊥ for glazings 3-4 and 
5-6 from 0.708 to 0.876, and perform another simulation. If your 
BPS tool does not use the data provided in Table 1.6 you will have 
to use an external tool to generate the equivalent of the data in 
Table 1.7 or the SHGC and U-value. 

What impact does each of these property changes have upon 
the annual space heating load? And upon the annual space cooling 
load? Which had the greatest impact? Are these results in line with 
your expectations? 

Exercise 14–C 

Revert to your Base Case. 
Recall that the presence of window frames and glazing spacers 

was ignored in the Base Case. Now consider that the window as­
sembly is supported by a vinyl frame that is 50 mm wide and that 
has a U-value of 2 W/m2 K. The area of the glazed portion remains 
unchanged. Add the frame and conduct another simulation with the 
same timestep. 

What impact does this have on the annual space heating load? 
And upon the annual space cooling load? 
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Exercise 14–D 

Revert to your Base Case. 
Now add an internal roller blind to the window which is fully de­

ployed. The blind’s solar transmittance is 0.07 and its solar reflect­
ance is 0.61. The blind has an openness factor of 0.03 and the 
longwave emissivity of the blind material is 0.9. 

What options does your BPS tool provide for simulating the 
presence of this roller blind? What additional data must you 
provide? 

Conduct another simulation with the same timestep. What im­
pact does the addition of the roller blind have upon the annual space 
heating load? And upon the annual space cooling load? 

Exercise 14–E 

Revert to your Base Case. 
Section 14.3 explained that some BPS tools can consider the 

spectral dependency of radiative properties of glazings. The radi­
ative properties provided in Table 1.6 were total, in that they were 
integrated over the solar spectrum. 

You can only perform this exercise if your chosen BPS tool can 
consider spectral effects. If so, rather than using the total properties 
provided by Table 1.6, use spectral quantities determined with an 
external tool, such as LBNL WINDOW. Calculate the spectral prop­
erties assuming that glazing 1-2 is glazing ID 9801 of the Interna­
tional Glazing Database (IGDB), and that glazings 3-4 and 5-6 are 
ID 3238. These have the same total radiative properties as given in 
Table 1.6. 

Export the spectral properties for this transparent assembly 
from the external tool and provide this information to your chosen 
BPS tool. Perform another simulation with the same timestep. 

What impact does this have on the annual space heating load? 
And upon the annual space cooling load? 

14.10 CLOSING REMARKS 

This chapter described the methods that are in use for calculating
 
heat transfer through transparent envelope assemblies. It explained
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how ray-tracing approaches can be employed for determining the 
transmission of solar radiation through such assemblies, and for 
determining the absorption of energy by glazings. Techniques for 
dealing with off-normal angles of incidence and spectral depend­
ency were also outlined. The alternatives to these approaches that 
are used by some BPS tools were also described. 

The variety of methods that are in use for treating other modes 
of heat transfer, including conduction through glazings, energy stor­
age by glazings, longwave radiation between neighbouring glaz­
ings, and convection between glazings and fill gas were also out­
lined. 

Through the required reading you learned about techniques that 
have been devised for treating shading devices, and you explored 
the facilities offered by your chosen BPS tool for treating these 
through one of the simulation exercises. 
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Air infiltration and
 
natural ventilation
 

T his chapter describes methods for determining the rate of out­
door airflow through the building envelope. This includes airflow 

through intentional openings (natural ventilation) as well as airflow 
through unintended openings (infiltration). 

Chapter learning objectives 

1. Realize the common options for treating air infiltration and 
natural ventilation. 

2. Understand the approaches underlying single-zone methods 
for calculating air infiltration. 

3. Comprehend the calculation methods used by network air­
flow models, and realize what data they require and the effort 
involved in applying them. 

4. Realize the impact of outdoor airflow upon simulation predic­
tions. 

5. Learn how to configure your chosen BPS tool to calculate out­
door airflow rates. 

259 
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15.1 AIRFLOWS THROUGH THE BUILDING ENVELOPE 

It is common to distinguish between intended and unintended air­
flow through the building envelope. As explained earlier in the book 
(Section 2.4), airflow through intentional openings such as windows 
is commonly called natural ventilation, while airflow through unin­
tended openings, such as cracks, holes, and imperfections in air 
barriers is called infiltration. 

Since these mass flows have the same thermal impact, they are 
collectively represented by the ṁa,inf term in the zone dry-air mass 
balance (Equation 2.3), the zone moisture mass balance (Equation 
2.6), and the zone energy balance (Equation 2.13). ṁa,inf appears 
within a summation in each of these balances because the zone un­
der consideration may be receiving outdoor air through numerous 
openings in the building envelope. 

Air will flow—from outdoors into the zone, or from the zone to 
outdoors—whenever a pressure difference occurs across an open­
ing in the building envelope. The characteristics of each opening 
are unique and will influence these airflows. For a given pressure 
difference, there will obviously be less airflow through a small crack 
or imperfection in an air barrier than through an open window, for 
example. 

Pressure differences across the building envelope can be in­
duced by wind or by mechanical ventilation systems that supply or 
extract air from a zone. Furnaces, boilers, hot water heaters, and 
cooking devices that draw combustion air from the zone can also 
generate pressure differences across the building envelope, as can 
leaking ducts of air-based HVAC systems. 

Hydrostatic pressure differences between indoor and exterior 
environments can also cause pressure differences across open­
ings. Known as the stack effect, this is caused by a difference 
between the indoor and outdoor temperature that leads to a differ­
ence in density, and therefore a difference in the weight of a column 
of air on the two sides of the opening. 

These pressure conditions are highly variable, depending upon 
the speed, direction, and turbulence of the wind. They also depend 
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upon the building’s shape, the local terrain, temperature conditions, 
and the functioning of combustion equipment and HVAC systems. 

15.2 MODELLING OPTIONS 

There are numerous options for establishing the ṁa,inf airflow rates 
required by the zone mass and energy balances: 

1. In some cases users ignore airflow through the building envel­
ope, essentially setting all ṁa,inf values to zero. This is rarely a 
good practice as these terms are often significant in the zone 
energy balance. 

2. Users prescribe time-invariant values, perhaps based upon 
experience. (This is the approach that has been used in the 
simulation exercises of all the previous chapters.) This is a 
slight improvement upon the previous option, but such an ap­
proach can lead to considerable uncertainty because, in real­
ity, air infiltration and natural ventilation rates can be highly 
variable and are often significant in the zone energy balance. 

3. Users prescribe scheduled values, which perhaps vary by 
time of day or by season. This shares the same drawbacks 
as the previous approach. 

4. Some BPS tools provide facilities that can be used in con­
junction with one of the above options to make airflow rates 
vary in consequence to simulation parameters. This could be 
used, for example, to mimic window openings by increasing 
the value of ṁa,inf when Tz rises above a user-prescribed 
value. However, this still relies upon the user to prescribe an 
appropriate value of ṁa,inf for when the window is open, and 
an appropriate value for when it is closed. Its accuracy is fur­
ther dependent upon specifying control setpoints that accur­
ately reflect occupant behaviour. 

5. Predicting a the total air infiltration rate to the entire building  
( ṁa,inf ) with a single-zone model that responds to prevailing 
wind and temperature conditions. 

6. Predicting airflow rates for each possible flow path (individual 
ṁa,inf values) with a network airflow model. 
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You will explore which of these options are supported by your 
chosen BPS tool during this chapter’s simulation exercises, and you 
will see first hand the impact these have upon simulation predic­
tions. 

15.3 SINGLE-ZONE MODELS 

Some BPS tools include single-zone models for calculating air infilt­
ration rates, although their applicability is usually limited to low-rise 
buildings. These do not calculate ṁa,inf values for individual airflow 
paths, but rather determine the total air infiltration rate through the a 
entire building envelope, ṁa,inf . If the user has subdivided the 
building into a number of thermal zones, it is usually left to the user a 
to configure the BPS tool to apportion ṁa,inf to each zone. 

The earliest single-zone methods were based on an orifice flow 
assumption. Consider airflow through the opening in the building 
envelope that is illustrated in Figure 15.1. This mass flow is driven 
by the pressure difference across the opening, ΔP = Pe − Pi. The 
local air pressure on the exterior environment side of the opening 
is given by Pe, while Pi represents the pressure on the indoor side, 
as shown in the figure. In this example, air is infiltrating from the 
exterior environment to the indoor environment because Pe > Pi. 

The first law energy balance of Equation 2.7 can be applied to 
this situation with a number of simplifying assumptions. The pro­
cess is assumed to be steady and friction is neglected. The kinetic 
energy of the flow entering the opening is also neglected, and it 
is assumed that the opening is horizontal. By recognizing that the 
enthalpy terms of Equation 2.7 can be expressed as h = u + P/ρ, 
where u is the internal energy (consult any thermodynamics text­
book), and by neglecting the change in internal energy across the 
opening, the first law energy balance can be expressed as: 

V2Pe Pi i0 = − − (15.1)
ρe ρi 2 

By neglecting changes in density, this can be rearranged into
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Figure 15.1: Airflow through an opening in the building envelope 

the familiar form of Bernoulli’s flow equation for frictionless flow: 

Pe − P 2
i V

= i

ρ 2 
(15.2)

ΔP V2 

= i 

ρ 2 

The mass flow rate of the infiltrating air can be calculated using 
Equation 15.2:  

ṁa,inf = ρ · Aopen · Vi � 1/2 (15.3) 
= Aopen · 2 · ρ · ΔP 

 
Equation 15.3 is the basis of the Sherman and Grimsrud (1980) 

single-zone model. This model requires measurements (or estim­
ates) of the building’s airtightness determined by depressurizingi 

the building using a blower door apparatus. The apparatus’ fan ex­
hausts air from the building until steady conditions are achieved, at 

iIn some tests the building is pressurized, while in others it is depressurized. 



�
�

“Book” — 2020/7/22 — 9:24 — page 264 — #302 �
�

�
�

�
�

Figure 15.2: Measurements from building depressurization tests 
(measurements indicated by and , the fitted power law relations 
by ) 

 

264 • Air infiltration and natural ventilation 

which point ΔP and the flow rate through the fan are measured. 
Under these steady conditions, the mass flow rate exhausted by 
the fan will equal the mass flow rate of air infiltrating through the 
building envelope. 

The procedure is repeated for various fan speeds to produce 
a set of data that relates air infiltration to ΔP. Two such data sets 
are illustrated in Figure 15.2. It can be seen that the envelope of 
Building A is much leakier than that of Building B. 
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For the sake of measurement accuracy these tests are usually 
performed at higher ΔP than experienced under normal operating 
conditions. The measured data are then fit to a power law relation­
ship: 

ṁa,inf = ρoa · C · ΔPn (15.4) 

C and n are empirical coefficients that are chosen to best fit the 
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data. Figure 15.2 illustrates the fitted power law relations for these 
two buildings. 

In the Sherman and Grimsrud method, the fitted curve of Equa­
tion 15.4 is extrapolated to estimate the air leakage at ΔP = 4 Pa: 

ṁa,inf = ρoa · C · (4 Pa)n (15.5) 
ΔP=4 Pa 

This value is then substituted into Equation 15.3, which is re­
arranged to determine the size of the orifice that would result in this 
same mass flow rate: a 

ṁa,inf 
ΔP=4 Pa Aopen = 1/2 (15.6) 

2 · ρ · 4 Pa 

Aopen is known as the effective leakage area. It is the size 
of a frictionless orifice that produces the same air infiltration at 
ΔP = 4 Pa as the sum of all the building’s actual openings, and 
is a parameter that characterizes the building’s air leakage. 

During the simulation, the ΔP caused by the wind, the stack 
effect, and the other factors mentioned in Section 15.1 are determ­
ined, and then the air infiltration is calculated using Equation 15.3 
and the user-supplied Aopen. 

Another commonly used single-zone model is that of Walker 
and Wilson (1998). It shares much in common with the Sherman 
and Grimsrud model, except that it does not use Equation 15.3, nor 
does it characterize the building envelope with Aopen. Rather, it cal­
culates the air infiltration using the power law relation of Equation 
15.4. With this model, the user must supply the C and n coefficients 
to characterize the building. 

Both the Sherman and Grimsrud and Walker and Wilson single-
zone models separately calculate the air infiltration caused by the 
stack effect and the wind. For example, with the Walker and Wilson 
model: 

· C · ΔPnṁa,inf ,stack = ρoa · fstack stack (15.7) 

· C · ΔPnṁa,inf ,wind = ρoa · fwind wind (15.8) 
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fstack is known as the stack factor and fwind the wind factor. 
These depend upon the location (floor, ceiling, walls) of the leakage 
paths in the building envelope and can be calculated using relations 
provided by Walker and Wilson. However, this is problematic be­
cause the depressurization test described above does not identify 
individual leakage paths, but rather determines their collective im­
pact. Although some BPS tools can calculate fstack and fwind if the 
user provides data on the leakage distribution, most provide default 
data for representative building types. 

The ΔPstack required by Equation 15.7 is the pressure difference 
caused by the stack effect acting in isolation. As Section 15.1 ex­
plained, this is caused by a difference between the indoor and out­
door temperature. In reality, the stack pressure across each open­
ing in the building envelope will be different because it depends on 
the weight, and therefore the height, of columns of air on the two 
sides of the opening. But since single-zone models consider the 
collective impact of all leaks, a single value of ΔPstack is determined 
for the entire building: 

|Tz − Toa|
ΔPstack = ρoa · g · H · (15.9)

Tz 

With some BPS tools the user must specify which zone’s Tz to 
use in Equation 15.9. H is usually taken as the highest point of the 
building envelope’s air barrier, again a quantity that the user may 
have to supply. 

Every opening in the building envelope will, in general, experi­
ence a different pressure from the wind. This will depend upon the 
speed, direction, and turbulence of the wind, the building’s shape, 
and the local terrain. But again, this being a single-zone model a 
single value of ΔPwind is determined for the entire building: 

ρoa (Sw · VH)2 

ΔPwind = (15.10)
2 

VH is the local wind speed at the highest point of the building 
envelope’s air barrier and can be calculated from the weather file’s 
Vwind using an expression like that of Equation 10.3. Sw is known 
as the shelter coefficient, which has a value between 0.3 (heavy 
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shielding caused by many neighbouring buildings) and 1 (no sur­
rounding objects). This value is usually provided by the user. 

The results of Equations 15.7 and 15.8 are then blended to con­
sider the combined impact of the stack effect and wind. Different 
blending approaches are in use. Additionally, some BPS tools also 
consider interactions with mechanical ventilation and devices that 
draw combustion air from the zone. 

During this chapter’s simulation exercises you will explore which 
(if any) single-zone models your chosen BPS tool supports. You will 
also discover how to configure these models and the data you are 
required to provide. 

15.4 NETWORK AIRFLOW MODELS 

Network airflow models provide a higher level of modelling resolu­
tion than single-zone methods, but demand greater input data from 
the user. They offer the possibility of calculating the mass flow rate 
through individual openings in the building envelope. This section 
builds upon the conceptual basis of network airflow models that 
was provided in Section 7.3 by describing how they work. 

Approach and assumptions 

Network airflow models are considered macroscopic in that they 
predict the bulk transport of mass within the building, and between 
the building and the exterior environment. They can predict air in­
filtration, natural ventilation, and transfer airflows, as well as airflow 
interactions with mechanical ventilations systems. 

Each zone of the building is treated as a well-mixed volume hav­
ing uniform conditions and is represented by a single airflow nodeii. 
Unlike CFD models they do not predict spatial details, such as air­
flow patterns within a zone, or the temperature and contaminant 
distribution within a zone. 

The method presumes that mass flows are driven exclusively 
by pressure differences across openings in the building envelope 
or through openings connecting zones. Mass balances are formed 

iiA zone could be subdivided and represented by multiple airflow nodes, but 
this can add substantial complications for the user. 
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and solved to respect the principle of the conservation of mass. Al­
though the method considers the conservation of mass within the 
network, the conservation of momentum is not considered. This as­
sumption implies that momentum effects are negligible, which is not 
true for some airflow situations. 

Network airflow models are built upon another important as­
sumption, that hydrostatic conditions prevail. This means that air 
is considered to be at rest within each zone and that vertical pres­
sure gradients within a zone are caused exclusively by the weight 
of the column of air between the points. 

You will discover the implications of some of these assumptions 
during this chapter’s required reading. 

Flow components 

Consider the zone represented in Figure 15.3. There are three 
openings in the envelope: I on the left wall, II on the right wall, 
and III in the ceiling. The figure illustrates the direction of airflow 
through these openings at a snapshot in time when air is infiltrating 
through openings I and II and exfiltrating through opening III. The 
flow directions may be different at other points in time. 

The pressure difference across each opening is determined by 
local conditions. For example, the exterior pressure at opening I 
(Pe

I ) is caused by the combination of the stack effect and wind at 
that location. This may be very different than the conditions at open­
ings II and III. 

It is up to the user to locate these openings and to characterize 
them. Indeed, it is up to the user to decide whether there are three 
openings, 10 openings, or more. The user characterizes each open­
ing using a flow component relationship that was first introduced 
with Equation 7.1. These are simple mathematical expressions that 
relate the flow rate through the opening to the pressure difference 
across the opening. 

Most BPS tools that include network airflow models provide 
many such component equations, all of which are empirical in 
nature. The user might choose, for example, to represent opening 
I using the orifice flow assumption that was discussed in the last 
section. With this, the mass flow rate through this opening can be 
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Figure 15.3: Network airflow model representation of a zone with 
three airflow openings 

expressed by: 
1/2 

ṁa
I 

,inf = CD · AI · (2ρ)1/2 · sgn Pe
I − Pi

I · Pe
I − Pi

I (15.11) 

Compared with Equation 15.3 which represented a frictionless 
orifice, this equation includes the addition of the parameter CD . 
Known as a discharge coefficient, CD accounts for friction effects 
and contraction/expansion effects through the opening. Both it and 
AI must be supplied by the user. 

It can be seen from Equation 15.11 that ṁa
I 

,inf could be positive 
(infiltration) or negative (exfiltration), depending upon the relative 
magnitudes of the pressures, since the signum function, sgn(Pe

I − 
Pi

I) is equal to 1 when Pe
I > Pi

I, and equal to −1 when Pe
I < Pi

I . 
Therefore, this component presumes that the resistance to flow is 
the same in either direction. 

Alternatively, the user could choose to represent opening I with 
a component based upon a power law resistance equation: 

I − PI PI − PI 
BI 

ṁa,inf = AI · sgn Pe
I 

i · e i (15.12) 
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AI and BI are empirical coefficients that must be supplied by the 
user to characterize the opening. As with the orifice flow compon­
ent, Equation 15.12 can represent either infiltration or exfiltration. 

Many other flow component relations exist, including more com­
plex formulations that represent bi-directional flows through, for ex­
ample, door openings. However, they all share a common charac­
teristic in that the user must prescribe appropriate empirical con­
stants in order to achieve realistic airflow predictions. 

Pressures at component inlets and outlets 

The pressure of the airflow node representing the zone is indicated 
as Pz in Figure 15.3. This is a variable that will be solved by the 
airflow network. Normally this node is placed in the middle of the 
zone, although the user can often choose to do otherwise. 

The pressures at the internal sides of the openings are required 
by the flow component representations, such as Equations 15.11 
and 15.12. These pressures can be related to the zone node pres­
sure given the underlying hydrostatic assumption that was men­
tioned earlier: 

PI 
i = Pz + ρz · g · ΔzI 

PII 
i = Pz − ρz · g · ΔzII (15.13) 

PIII 
i = Pz − ρz · g · ΔzIII 

where Δzi are the vertical distances (m) between the zone node 
and the openings, as indicated in Figure 15.3. 

Airflow nodes are also located on the zone’s external surfaces. 
Three such nodes are shown in Figure 15.3. PE is the pressure 
at the mid-heightiii of the east wall (right side of figure), PW is the 
pressure at the mid-height of the west wall, and PR is the pressure 
on the external surface of the roof. Again, these are variables that 
will be solved by the airflow network. 

The pressures at the external sides of the openings can be re­
lated to these nodal pressures using the hydrostatic assumption, 

iiiThe placement of these nodes is usually at the discretion of the user. 
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but in this case the density of the outdoor air is used: 

PI 
e = PW + ρoa · g · ΔzI 

PII 
e = PE − ρoa · g · ΔzII (15.14) 

PIII 
e = PR 

Wind-driven pressure 

Wind may impinge upon some external surfaces, while flowing 
around others. This causes a unique static pressure at each loc­
ation of the building envelope. The distribution of these pressures 
will depend upon wind speed, direction, turbulence, air density, sur­
face orientation, and the surrounding terrain. Generally, pressures 
will be positive on the windward side of the building, and negative 
on the leeward side. 

These factors are considered in establishing the pressures at 
the external surface nodes. Normally this is accomplished using an 
approach based on Bernoulli’s flow equation (see Equation 15.2). 
For example: 

V2 

PE = Patm + CP · ρoa · H (15.15)
2 

Patm is the atmospheric pressure (Pa). VH is wind speed at 
height H (usually taken as the height of the airflow node). It is cal­
culated from the weather file’s Vwind using an expression like that of 
Equation 10.3. Some tools provide users options for scaling Vwind 

to VH and for considering the impact of local terrain effects. At 
this point it is worth recalling the limitations of wind speed data 
in weather files that were discussed in Section 8.3 and the com­
plications in establishing accurate local wind speed data that were 
discussed in Section 10.3. 

The variable CP in Equation 15.15 is known as a pressure 
coefficient. It accounts for the wind direction, surface orientation, 
and terrain effects mentioned above, and has a value in the range 
−1 < CP < 1. For example, CP might have a value around 0.7 for 
windward flow to an exposed wall, approximately −0.3 for leeward 
flow on a sheltered wall, and as low as −0.8 for flow over a flat 
roof. Although somewhat analogous to the shelter coefficient (Sw ) 
used in single-zone models (see Equation 15.10), each surface of 
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the building can have a unique value of CP to consider local flow 
effects. 

Prediction accuracy of network airflow models can depend quite 
strongly upon CP because this parameter is sensitive to many 
factors, such as building shape and height, and the presence of 
surrounding buildings and objects. It is up to the user to supply 
a pressure coefficient set appropriate for the building under con­
sideration. Some tools provide facilities for entering data for each 
surface as a function of wind incidence angle, others use functions 
to calculate them, while others provide databases of representative 
pressure coefficient data sets. 

Once the pressures at the external nodes are established with 
the above procedures, the pressures at the external sides of the 
openings (e.g. Pe

I )—required by the flow component representa­
tions, such Equations 15.11 and 15.12—are calculated using Equa­
tion 15.14. 

Thermal-airflow coupling 

Extending the procedures described by Equations 15.11 through 
15.15 leads to a set of equations that relate the mass flow rates 
through openings to the nodal pressures. There will be one equa­
tion for each airflow opening defined by the user. 

As described in Section 15.1, the zone mass and energy bal­
ances depend upon the ṁa,inf mass flows that will result from the 
solution of these equations. But it can be seen from Equation 15.13 
that the airflow network relations also depend upon the energy bal­
ances, because ρz is a function of Tz. 

Dealing with this coupling can complicate the solution procedure 
outlined in Section 2.8, but numerous approaches have been de­
veloped. It is worth noting that some simulation tools implement the 
network airflow modelling procedure outlined here but without con­
currently solving the thermal equations. You will learn about the im­
plications of ignoring the coupling between the airflow and thermal 
equations through this chapter’s required reading. 



�
�

“Book” — 2020/7/22 — 9:24 — page 273 — #311 �
�

�
�

�
�

Network airflow models • 273 

Modelling air infiltration, natural ventilation, and transfer air 

The preceding treatment focused on how network airflow models 
can predict air infiltration to a zone. This can be extended to include 
natural ventilation and inter-zone airflows using the exact same pro­
cedures. 

Consider the floor plan illustrated in Figure 15.4. A user might 
use flow components to represent natural ventilation through open 
windows in offices A and B and the meeting room, and other com­
ponents to represent infiltration through unintended openings in the 
building envelope in offices C, E, F, and G. For each, the user 
would be required to provide the empirical constants required by 
the flow components, such as those appearing in Equations 15.11 
and 15.12. 

corridor 

office C office D office E office F office G 

office A office B 

meeting room 

reception 

natural 
ventilation 

transfer air 

infiltration 

Figure 15.4: Modelling air infiltration, natural ventilation, and trans­
fer air 

Components representing open doors could then be specified 
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for flow between these zones and other zones. The arrows in the fig­
ure illustrate the possible flow paths for this scenario (any of these 
flows could be in the positive or negative direction). 

It is important to recognize that this flow network could contain 
as many or as few components and inter-nodal connections as the 
user desires. In this example, it can be seen from Figure 15.4 that 
no components have been defined for office D. As such, during the 
simulation all ṁa,inf and ṁa,t−in values for this zone will be zero. 

15.5 REQUIRED READING 

Reading 15–A 

Johnson et al. (2012) examine the abilities of two BPS tools with 
integrated network airflow models and two stand-alone airflow tools 
for simulating natural ventilation scenarios. They compare predic­
tions from these four simulation tools to measurements for several 
building geometries and various combinations of stack effect and 
wind driving forces. 

Read this article in its entirety and find answers to the following 
questions: 

1. Which four simulation tools did they examine? 
2. What are the significant differences between the network air­

flow models of these four tools? 
3. Were there significant differences in the predictions of the four 

simulation tools? 
4. Eight different scenarios were investigated. Which two could 

not be predicted by any of the simulation tools? What were 
the reasons? 

5. The Test 1 scenario examined wind-driven cross ventilation. 
All four simulation tools underpredicted the airflow by approx­
imately 25 %. What possible reasons are given by the authors 
to explain this discrepancy? Relate this to the theory presen­
ted in this chapter’s Section 15.4. 

6. The	 Test 3 scenario examined cross ventilation driven by 
stack effects. Six combinations of opening sizes and tem­
perature difference between the zone air and the outdoor air 
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were tested. Which of the six cases was not accurately pre­
dicted by any of the simulation tools? Explain why. 

15.6 SOURCES FOR FURTHER LEARNING 

•	 Axley (2007) reviews the historical development of multi-zone 
airflow modelling, and describes an alternative to the conven­
tional nodal approach that was described in this chapter. 

•	 Emmerich (2006) applies network airflow modelling to predict 
the performance of natural and hybrid ventilation systems for 
office buildings. 

•	 Wang et al. (2009) describe the empirical validation of two 
single-zone models for predicting the rate of air infiltration to 
16 houses under a wide range of wind and temperature con­
ditions. 

15.7 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 15–A 

A constant rate of air infiltration of 0.1 ac/h was prescribed for the 
Base Case. This is the second approach listed in Section 15.2. 
Now configure you chosen BPS tool to ignore air infiltration (the first 
approach) and perform another annual simulation using the same 
timestep. 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Contrast 
this impact to what you observed during the simulation exercises 
from previous chapters. 

Comment on the implications of ignoring air infiltration or pre­
scribing time-invariant values. Think of some situations where these 
approaches would be inappropriate. 



�
�

“Book” — 2020/7/22 — 9:24 — page 276 — #314 �
�

�
�

�
�

276 • Air infiltration and natural ventilation 

Exercise 15–B 

In this exercise you will explore calculating air infiltration rates using 
a single-zone model (the fifth approach listed in Section 15.2). 

Now consider that the building’s air leakage was character­
ized with depressurization testing and it was found that C = 
0.01 m3/s Pan and n = 0.67. 

Calculate the building’s effective leakage area using the pro­
cedures described in Section 15.3. Then calculate the expected air 
infiltration rate in ac/h when ΔP = 1 Pa. And when ΔP = 10 Pa. 

Making any necessary assumptions, now calculate the pres­
sure difference caused by the stack effect acting in isolation when 
Toa = −20 ◦C. Then calculate the pressure difference caused by 
wind acting in isolation when Vwind = 5 m/s, again making neces­
sary and appropriate assumptions. 

Describe how the Base Case’s air infiltration rate would vary if 
such a model were employed. What impact do you think this would 
have upon simulation predictions? 

Exercise 15–C 

Does your chosen BPS tool support a single-zone model for calcu­
lating air infiltration? Which models are available? Describe them. 
Consult your tool’s help file or technical documentation to determine 
how to use this facility. What input data are required? 

Now configure your BPS tool to calculate air infiltration using a 
single-zone model. Use the C and n coefficients given in Exercise 
15–B. Perform another annual simulation using the same timestep. 

Create a graph that plots the air infiltration rate calculated by 
your BPS tool versus time for March 6. How does the air infiltration 
rate vary over this day? When is it highest? Lowest? Explain this 
trend by examining the weather file’s wind speed and outdoor air 
temperature data for this day. 

Exercise 15–D 

What is the annual space heating load of the simulation conducted 
in Exercise 15–C? And the annual space cooling load? How do 
these results compare with those of the Base Case? 
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What assumptions were you required to make to configure your 
BPS tool for this simulation? What are the ranges of plausible inputs 
for each of the parameters that you assumed? 

Perform some additional simulations in which you vary some of 
these parameters over their plausible ranges. How sensitive are the 
predictions of annual space heating load and annual space cool­
ing load to these parameters? What sources of information or data 
could you consult to establish appropriate parameters? 

Exercise 15–E 

Does your chosen BPS tool have a network airflow model? If so, 
consult your tool’s help file or technical documentation to determine 
how to use this facility. What input data are required from the user? 

Now configure your BPS tool to calculate air infiltration using its 
network airflow model. Make use of the building’s air leakage char­
acteristics (the C and n coefficients) given in Exercise 15–B. Based 
on this information you will have to make assumptions about the 
locations and characteristics of the openings in the building envel­
ope. 

You may choose to locate a single opening on each wall, or two 
openings (one high and one low) on each wall and some openings 
in the floor and roof, or some other configuration. (The possibilities 
are almost limitless.) Choose appropriate flow components from the 
options offered by your tool, and establish their input values based 
on the information you have at hand. 

Perform an annual simulation using the same timestep and then 
examine the airflow results for March 6. How do the directions and 
magnitudes of the airflows through the components vary over this 
day? When are airflows the highest? And the lowest? Is air al­
ways infiltrating through some components, and always exfiltrating 
through others, or does this vary over the day? Explain these res­
ults by examining the weather file’s wind speed, wind direction, and 
outdoor air temperature data for this day. 
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Exercise 15–F 

What is the annual space heating load of the simulation conduc­
ted in Exercise 15–E? And the annual space cooling load? How do 
these results compare with those of the Base Case and those of 
Exercise 15–C and Exercise 15–D? 

What assumptions were you required to make to configure your 
BPS tool for this simulation? What are the ranges of plausible inputs 
for each of the parameters that you assumed? 

Perform some additional simulations in which you vary some of 
these parameters over their plausible ranges. How sensitive are the 
predictions of annual space heating load and annual space cool­
ing load to these parameters? What sources of information or data 
could you consult to establish appropriate parameters? 

15.8 CLOSING REMARKS 

This chapter described the possibilities for treating air infiltration 
and natural ventilation. Through the simulation exercises you saw 
the significance of air infiltration on simulation predictions and real­
ized the implications of ignoring this mass flow rate, or simply treat­
ing it using prescribed values. 

The two modelling approaches that can be used for calculating 
air infiltration as a function of prevailing weather conditions were 
described. The single-zone method is only applicable for low-rise 
buildings and relies on user-provided empirical data to describe the 
building’s leakage characteristics. Greater modelling flexibility and 
resolution are possible with network airflow models, and these can 
be used to calculate natural ventilation and inter-zone airflow (trans­
fer air) in addition to air infiltration. However, they demand consid­
erable input from the user to define and characterize all possible 
flow paths. And it was explained that airflow is constrained to these 
predefined paths. 

This completes our treatment of heat and mass transfer pro­
cesses occurring through the building envelope. Our attention now 
turns to HVAC systems. 
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HVAC distribution 
systems 

T his part of the book treats mechanical systems that provide 
heating, ventilation, and air-conditioning (HVAC). The focus of 

the current chapter is on modelling the components that distribute 
these services to the building zones. 

Chapter learning objectives 

1. Realize the differences between idealized, component, and 
system modelling approaches. 

2. Learn how to distinguish between first principle, quasi-first 
principle, and empirical models. 

3. Understand the benefits and complexities in considering tran­
sient effects in HVAC component models. 

4. Appreciate the complexities and limitations in representing 
controls. 

5. Learn how to configure the various approaches available in 
your chosen BPS tool. 

281 
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16.1 HVAC SYSTEM CONFIGURATION AND CONTROL 

The possibilities for the configuration of mechanical systems to 
heat, ventilate, and air-condition buildings are myriad. Some HVAC 
systems use air as the medium for distributing heating and cool­
ing to occupied spaces. These modulate the temperature, humidity, 
and/or flow rate of air such that comfort conditions are achieved 
when the air supplied by the HVAC system is mixed with the room 
air. The air can be conditioned (heated, cooled, dehumidified) within 
the ductwork using hydronic coils that are supplied with streams of 
heated or chilled water. Alternatively, the air can be conditioned by 
direct heating systems such as furnaces or by direct-expansion re­
frigeration devices. 

Different arrangements of fans and ducting are used with these 
air-based systems. Some vary the airflow rate in response to 
thermal conditions (variable air volume, VAV) while others main­
tain a constant airflow rate but vary the supply temperature (con­
stant volume). There are dual-duct arrangements wherein separate 
streams of heated and cooled air are supplied and mixed just be­
fore delivery to the occupied spaces, and also single-duct arrange­
ments. 

Other HVAC systems supply air for ventilation purposes, but ac­
complish heating and cooling using radiators, radiant floors, chilled 
beams, heat pumps, fan-coils, or other hydronic devices located 
within the occupied spaces (often called terminal devices). These 
terminal devices are typically supplied with heated or chilled water 
streams, but other direct arrangements are possible as described 
above. 

There are many hybrid arrangements of air-based and hydronic­
based systems. One common example is a VAV system that 
provides ventilation, cooling, dehumidification, and partial heat­
ing, with the balance of the heating provided by hydronic terminal 
devices. One possible configuration of such a system is illustrated 
schematically in Figure 16.1. Some components are omitted for the 
sake of clarity (e.g. filters). Many variants of such a system exist, 
including a different ordering of the heating coil, cooling coil, and 
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supply fan, and the inclusion of a humidifier in the supply duct and 
reheat coils in the VAV boxes. 

Some components of HVAC systems convert or store thermal 
energy. This includes boilers, furnaces, heat pumps, chillers, cool­
ing towers, and sensible and latent stores. These energy conversion 
and storage components, often referred to as primary systems, can 
be located in a central plant that distributes heated or chilled water 
and/or conditioned air to the occupied spaces. Or, the primary sys­
tems may be distributed throughout the building in a decentralized 
arrangement. 

The HVAC components that distribute or deliver heating, vent­
ilation, and air-conditioning to the occupied spaces are often re­
ferred to as secondary systems. This includes fans, ducts, dampers, 
pumps, pipes, heat exchange coils, and terminal devices. 

There are many control possibilities. Local process controllers 
are used to regulate many HVAC components. For example, the 
flow rate of heated water to each of the terminal heating devices 
shown in Figure 16.1 might be controlled to achieve a desired set-
point of the air temperature in the zone. A sensor would continu­
ously measure the zone air temperature and apply some control 
logic to establish a control signal that would be sent to a valve ac­
tuator regulating the flow of heated water to the terminal device. 
The controller would be programmed to determine how to actu­
ate the valve based upon the sensor input, perhaps using on-off, 
proportional-integral-derivative, or some other logic. 

Separate process controllers with their own sensor inputs and 
actuator outputs would be used to regulate many of the other com­
ponents illustrated in Figure 16.1, including water flow rates to the 
heating and cooling coils, the position of the outdoor air, exhaust, 
recirculation, and VAV dampers, and the speed of the supply and 
return fans. HVAC systems often have a supervisory controller that 
oversees operation of the complete system. The supervisory con­
troller might establish setpoints for local process controllers and 
sequence the operation of individual components. For instance, it 
might establish setpoints for the fans and dampers to operate the 
VAV system in economizer mode. 

Control of HVAC systems is never perfect. Setpoint temperat­
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Figure 16.2: Comparison of real and idealized control 

ures may not be achieved due to capacity limitations, and over­
shooting and undershooting can occur due to system, sensor, and 
actuator transients, as well as due to non-optimized control logic. 
An example is provided in Figure 16.2. This plots the measured air 
temperature of a zone heated with a radiant floor that is supplied 
with hot water through a slow reacting valve that is actuated by an 
on-off controller. There are numerous overshoots caused by on-off 
control deadbands, system disturbances such as solar and internal 
gains, and transients in the radiant floor and valve actuator. 

Many factors influence the choice of HVAC system configura­
tion and control, including building type, size, and vintage. Climate 
and regional traditions are also important determinants. BPS users 
should be familiar with the possible system configurations and con­
trol scenarios because the treatment of HVAC systems is an im­
portant aspect in most BPS analyses. 
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16.2 MODELLING APPROACHES 

Predicting the electricity and fuel consumption of HVAC systems is 
an important objective of many BPS analyses. But even when this 
is not the case, it is still important to consider interactions between 
the HVAC system and the building. The import of HVAC system per­
formance can be seen by examining the mass and energy balances 
studied in the previous three parts of the book. 

With air-based systems—or any HVAC system that provides 
mechanical ventilation—the rate of supply air ( ṁSA ) appears in the 
zone dry-air mass balance (Equation 2.3), the zone moisture mass 
balance (Equation 2.6), and the zone energy balance (Equation 
2.13). The state of the supplied air (TSA , ωSA , cP SA ) figures in both 
the zone moisture mass balance and the zone energy balance. And 
the presence of terminal devices that exchange longwave radiation 
with internal building surfaces is felt through the qlw,HVAC→i term ap­
pearing in the internal surface energy balance (Equation 2.14). 

A wide range of methods have been developed to represent 
HVAC systems and their interaction with the building. Some BPS 
tools support multiple approaches, which allows users to conduct 
simulations at various levels of resolution. The types of methods in 
common use are introduced in this section. 

Many BPS tools allow HVAC systems to be represented in an 
idealized manner. With this approach, there is no attempt to rep­
resent the performance of individual HVAC components (fans, heat 
exchange coils, heat pumps, etc.) or to calculate their consump­
tion of electricity and fuel. Rather, the HVAC system’s impact on the 
building is approximated. These methods are described in Section 
16.3. 

The performance of HVAC systems can be more realistically 
predicted when the components of HVAC systems are explicitly rep­
resented. Some BPS tools use a component approach. With this, 
the user specifies models to represent each significant component 
and connects these into a network to represent the complete HVAC 
system. To represent the VAV system depicted in Figure 16.1, the 
user would have to select models for the fans, heating and cool­
ing coils, dampers, VAV boxes, and terminal devices. Each of these 
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models would require parameters (e.g. empirical constants, nom­
inal electrical power draws, performance at rated conditions). The 
user would then interconnect the components to represent the pos­
sible flow paths determined by the ducting. 

Controls would also have to be specified for each component. 
Some tools attempt to explicitly represent the types of process con­
trols described in the previous section, while others treat the con­
trols in a more idealized fashion. In either case, the user would have 
to provide parameters for each controller to define sensors, actuat­
ors, control logic, and setpoints. 

BPS tools that take this component approach offer great flexibil­
ity, but demand significant data input and work from the user. Other 
BPS tools take a systems approach for treating HVAC. These offer 
the user the choice of preconfigured templates that represent many 
of the common HVAC arrangements, such as the system depicted 
in Figure 16.1. Usually the user can specify parameters, such as 
heating and cooling capacities, nominal airflow rates, and nominal 
fan power draws. The systems approach is less flexible because it 
is limited to a set of preconfigured templates and control strategies. 
However, it significantly reduces the amount of work (and the po­
tential for input errors) associated with defining HVAC systems. 

With both component and systems approaches, individual mod­
els are usually used to represent each component of the HVAC sys­
tem. Wright (2019) provides a useful scheme for classifying these 
component models. Some are formulated using mass balances and 
energy balances based on the first law of thermodynamics. These 
so-called first principle models always employ some simplifying as­
sumptions but they do not rely upon empirical parameters. 

In contrast, empirical models make no attempt to characterize 
the internal processes occurring within components. Instead, they 
use methods such as curve fits to manufacturer or test data to char­
acterize the performance of a complete component. There are also 
quasi-first principle models. The functional form of these is derived 
from first principles, but they require some empirical parameters. 

Models can be further classified as transient (dynamic) or 
steady-state. In reality all processes are transient, although some 
can be approximated as steady-state when they occur at time 
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scales that are much shorter than the timesteps used in a BPS sim­
ulation. Transient models are sometimes used to represent HVAC 
components. With these, the model depends on states from pre­
vious timesteps of a simulation. In contrast, many HVAC models 
ignore these transients. With these, model outputs do not depend 
upon states from previous timesteps of a simulation. These are 
sometimes referred to as quasi-steady-state models or algebraic 
models. 

The following sections illustrate these various modelling ap­
proaches. We start with an examination of idealized methods. 

16.3 IDEALIZED METHODS 

Idealized methods are supported by many BPS tools and are usu­
ally the simplest and least time-consuming for the user to config­
ure. It is quite likely that you have employed such an approach for 
conducting the simulation exercises for the previous chapters. The 
performance of individual HVAC components (fans, heat exchange 
coils, heat pumps, etc.) is not considered. Rather, the HVAC sys­
tem’s impact on the building is approximated by calculating ṁSA 

and TSA (or some surrogate) to represent the heating provision and 
sensible cooling extraction from a zone using an air-based HVAC 
system. 

With most idealized approaches, the HVAC system is represen­
ted as having infinite modulating capability with perfect control. In 
this way, the exact amount of energy is added (or extracted) to sat­
isfy the setpoint temperature prescribed by the user. With this, there 
is no overshooting or undershooting of setpoint temperatures. This 
is illustrated in Figure 16.2 where it can be seen that the idealized 
HVAC system is able to perfectly satisfy a zone air setpoint temper­
ature of 20 ◦C by injecting the exact amount of required heating at 
each timestep of the simulation. 

Some tools support the option of providing ventilation air (with 
or without heat recovery). When configured without ventilation (with 
some tools this is the only available approach) the idealized sys­
tem represents a convective heating device located within the zone. 
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With most tools the user can place capacity limits to investigate the 
impact of, for example, an undersized cooling system. 

Some tools can also represent ideal humidification and dehu­
midification. With this, the tool also calculates the values of ωSA 

and cP SA required to exactly meet the humidity setpoint prescribed 
by the user. 

There is also the possibility to ideally represent terminal devices 
with some BPS tools. With this, the user can prescribe the fraction 
of heating and sensible cooling that is provided radiatively and the 
fraction that is provided convectively. For example, if the user spe­
cifies that a terminal device delivers all its heat radiatively (not a 
realistic scenario), the required heating would be represented by 
the qlw,HVAC→i term and ṁSA would be set to zero. In this way, all of 
the heat added by the HVAC system would appear in the energy 
balances of the internal surfaces and none would appear in the 
zone energy balance. Some BPS tools also provide models that 
allow heat injection or extraction to occur within opaque envelope 
assemblies. This could be used to represent radiant floor heating or 
chilled beams in an idealized fashion. 

These idealized approaches are usually quite simple to config­
ure and can be extremely useful for many analyses. But it is import­
ant to realize that they represent an idealization of how the HVAC 
system will perform in reality. Moreover, they do not predict the elec­
tricity and fuel consumed by the HVAC system, but rather approx­
imate the amount of energy that must be provided or extracted by 
the HVAC system to maintain conditions within the zones. 

The performance of HVAC systems can be more realistically 
predicted when the components of HVAC systems are explicitly rep­
resented. The following sections illustrate the types of models that 
are used to explicitly represent HVAC components by focusing on 
the VAV system of Figure 16.1. 

16.4 AIR-MIXING DUCT MODELS 

Consider the section of the duct in Figure 16.1 that mixes the out­
door air (indicated by state 1) and recirculation air (state 2) up­
stream of the heating coil (state 3). This mixing process can be
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represented with a first principle model based on mass and energy 
balances if a number of simplifying assumptions are made. 

If the mixing process is at steady-state and if air leakage from 
the ducts is ignored, a mass balance on the dry air component of 
the moist air mixing process can be written as: 

ṁa,1 + ṁa,2 = ṁa,3 (16.1) 

By drawing on the methods introduced in Section 2.5, a mass 
balance on the water vapour component of the moist air process 
can be written as: 

ṁa,1 · ω1 + ṁa,2 · ω2 = ṁa,3 · ω3 (16.2) 

If friction and heat losses are ignored, and if kinetic and poten­
tial energy effects are neglected, a first law energy balance on the 
mixing process can be written as: 

ṁa,1 · (ha + ωhv )1 + ṁa,2 · (ha + ωhv )2 = ṁa,3 · (ha + ωhv )3 (16.3)
ṁa,1 · h1 + ṁa,2 · h2 = ṁa,3 · h3 

where the symbols indicate moist air properties (refer to Section 
2.6). 

Equations 16.1 through 16.3 fully characterize the mixing pro­
cess subject to these simplifying assumptions. Such approaches 
are commonly used in BPS tools to treat mixing and diverting com­
ponents for moist air and liquid streams. However, very few other 
HVAC components can be treated with first principle methods. 

16.5 HEATING AND COOLING COIL MODELS 

Many BPS tools represent heating and cooling coils using quasi-
first principle models that are based upon the Number of Transfer 
Units (NTU) heat exchanger method. This is illustrated by focus­
ing on the heating coil of Figure 16.1 which heats the incoming air 
stream from state 3 to state 4. Heating is accomplished by supply­
ing the coil with a stream of hot water (state ii) that transfers energy 
to the air as the water is cooled to state iii. 

The model described by Wetter (1999) is illustrative of this type 
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of approach. It treats the heat exchanger as being at steady-state, 
ignores stray heat loss to the surrounding environment, and neg­
lects the thermal resistance of the heat exchanger’s solid materials. 
By neglecting kinetic and potential energy effects and the pressure 
drop across the coil, and by treating the specific heats as constant, 
a first law energy balance can be written for the heat transfer from 
water to air: 

qHX = ˙ · (T4 − T3)mcP a (16.4)
= ( mc˙ P )w · (Tii − Tiii) 

where qHX is the rate of heat transfer (W). Conditions on the air side 
of the heat exchanger are indicated by a while those on the water 
side by w . cP 

 is the specific heat of moist air (refer to Section 2.6). 
Section 16.1 described some of the possibilities for controlling 

the VAV system depicted in Figure 16.1. It explained that both the 
flow rate of air and the flow rate of water through the heating coil 
could be modulated. At any given timestep of the simulation, the 
model must determine which flow stream has the lower heat capa­
city rate, and which the higher given this control: 

(ṁcP )min = min 
 �

ṁcP 
 � , (ṁcP )w 

 
(16.5)a 

(ṁcP )max = max 
 �

ṁcP 
 , ( ṁcP )w (16.6)a 

The ratio of Equations 16.5 and 16.6 

�
is also 

 
calculated each 

timestep of the simulation: 

(ṁcP )Z = min (16.7)
(ṁcP )max 

where Z is known as the heat capacity ratio. 
The heat exchanger effectiveness is defined to be the actual 

heat transfer rate relative to the maximum possible heat transfer 
rate for the prevailing conditions. The maximum possible rate of 
heat transfer is determined by the stream with the lowest heat ca­
pacity rate. It occurs when either the air is heated to the incoming 
water temperature, or when the water is cooled to the incoming air 
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temperature: 
qHX 

 HX = 
qHX ,max (16.8) q

= HX 

(ṁcP )min · (Tii − T3)

 HX depends on the heat exchanger’s design, but it is also a 
function of the flow rates and temperatures of the water and air 
streams. As such, it must be recalculated each timestep of the sim­
ulation. 

NTU is defined to be the product of the heat exchange area and 
the heat exchanger’s overall heat transfer coefficient divided by the 
minimum heat capacity rate: 

(UA )
NTU = HX (16.9)

(ṁcP )min 

where U is the heat exchanger’s overall heat transfer coefficient 
(W/m2 K) and A is the heat exchange area (m2). 

(UA )HX varies with the heat exchanger’s operating conditions. 
The user prescribes a value at the rated water and airflow rates 
and rated entering water and air temperatures. The user also spe­
cifies the ratio of the convective heat transfer coefficients to the air 
and water streams at these rated conditions. During each timestep 
of the simulation, the model calculates the (UA )HX value for the pre­
vailing water flow rate and airflow rate, and entering water and air 
temperatures using these parameters and a series of empirical re­
lations. 

Finally, another empirical relation is used to calculate  HX from 
the results of Equations 16.7 and 16.9. The form of this empirical 
relation depends upon the heat exchanger configuration. For ex­
ample, the following form is used for cross flow designs (such as 
that shown in Figure 16.1): 

exp Z  NTU0.78  1 
 HX = 1 − exp 

 �
− ·

�
−
 

(16.10)
Z · NTU−0.22 

Once  HX has been established with Equation 16.10, the rate of 

http:NTU�0.22
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heat exchange can be determined with Equation 16.8. And the tem­
peratures of the water and air streams exiting the heat exchanger 
can be determined with Equation 16.4. 

Numerous variations on this approach are used by BPS tools. 
Some use different empirical relations in place of Equation 16.10 
and different empirical approaches for determining (UA )HX . Some 
have added complexity to deal with condensation of water vapour 
from the air stream for cooling coils. Others drop the assumption of 
steady-state by considering the thermal resistance and the mass of 
the heat exchanger’s solid materials. 

16.6 VARIABLE-SPEED FAN MODELS 

The speed of the supply air fan depicted in Figure 16.1 will be mod­
ulated in response to the zone’s heating or cooling loads. Some 
control model will be used to establish an appropriate mass flow 
rate ( ṁa) for each timestep of the simulation. It is common for BPS 
tools to calculate the rate of electricity consumption by the fan’s mo­
tor for the given ṁa using an empirical approach, and the state at 
the fan’s exit (state 6) using a quasi-first principle method. 

One common approach uses a fourth-order polynomial empir­
ical relationship to determine the rate of electricity consumption: 

2 

Ṗ = Ṗrated ṁa ṁC a 
el el · C0 + 1 + 

ṁ
C2 rated ṁrated 

a a 

+ C3

 
m

 (16.11) 
ṁ 3 

a 
 

ṁa 
 4 

+ 
˙

C4 rated mrated 
a ˙ a 

 

where Ṗel is the rate of electricity consumption by the motor driving 
the fan (W) and ṁa is the mass flow rate of air through the fan 
(kg/s). 

The other variables in Equation 16.11 are parameters that are 
supplied by the user (some BPS tools provide default values). Ṗrated 

el 
is the motor’s rate of electricity consumption when the fan is oper­
ating at its rated (maximum) flow rate. The Ci coefficients are em­
pirical values that express the relationship between electricity con­
sumption and airflow. Some BPS tools may employ polynomials of 
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a different order than Equation 16.11 and some provide default Ci 

coefficients, but it is common practice to use such an empirical ap­
proach. 

The state of the air exiting the fan (state point 6 in Figure 16.1) 
is usually determined by applying a first law energy balance on the 
air. In addition to treating the fan as operating at steady-state, kin­
etic and potential energy effects are neglected. With these assump­
tions, a first law energy balance on the air stream can be written as: 

Wfan + qfan+motor→a = ṁa · (h6 − h5) (16.12) 

Wfan represents the rate of mechanical work done by the fan on 
the air (W) while qfan+motor→a is the rate of heat transfer to the air 
(W). This heat transfer can be due to mechanical or electrical irre­
versibilities in the motor, fan, or the mechanical coupling between 
the motor and fan. The symbols in Equation 16.12 indicate moist 
air properties (refer to Section 2.6). 

Many BPS tools use an empirical relationship to calculate the 
left side of Equation 16.12, often in the form of: 

˙Wfan + qfan+motor→a = Pel · ηmotor + fmotor→a · (1 − ηmotor ) (16.13) 

ηmotor is a user-supplied empirical constant (efficiency) indicat­
ing the fraction of the electrical energy consumed by the motor that 
is converted to shaft power. fmotor→a is another user-supplied empir­
ical constant (some BPS tools fix this at 1) indicating the fraction of 
heat generation by the motor that is added to the air stream. 

For a given inlet state (state 5) and user-supplied empirical con­
stants, the model combines Equations 16.11 to 16.13 to fix the state 
of the air exiting the fan (state 6). 

16.7 HYDRONIC RADIATOR MODELS 

The flow rate (or temperature) of the heated water supplied to the 
terminal heaters depicted in Figure 16.1 will be modulated in re­
sponse to the zone’s heating load. Some control model will be used 
to establish an appropriate mass flow rate ( ṁw ) and supply tem­
perature (Tiv ) for each timestep of the simulation. There is con­
siderable disparity in the models used by BPS tools to treat the 
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terminal devices receiving this hot water. We consider here ap­
proaches used for one type of terminal device, hydronic radiators, 
to illustrate the range of methods in use. 

Steady-state approaches were used for all of the component 
models described in the previous sections because those compon­
ents have relatively low mass, and therefore respond at time scales 
that can be considered short relative to typical simulation timesteps. 
However, this assumption is less appropriate for hydronic radiators, 
which are fabricated with heavy gauge metals and which encapsu­
late a significant mass of water within their internal piping. 

Some models are structured to consider the impact of thermal 
transients resulting from this amount of mass. One example is that 
described by Hensen (1991). This model requires the user to spe­
cify the combined mass of the radiator’s solid materials and its en­
capsulated water, as well as the device’s average specific heat. This 
mass is subdivided into a number of segments, each of which is 
treated as being at a uniform temperature. Water entering the ra­
diator flows sequentially from one segment to the next, exiting the 
radiator from the last segment. This approach is illustrated in Figure 
16.3. The radiator’s supply (iv) and return (vi) states correspond to 
those in Figure 16.1. 

qj→z+i 

j − 1 j j + 1 
ṁw 

Tiv 

iv 
ṁw 

Tvi 

vi 

Figure 16.3: Radiator discretized into a number of segments (the 
control volume [ ] encompasses the solid mass and water con­
tained within the j’th segment) 
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A first law energy balance is formed for each segment by ignor­
ing friction, kinetic and potential energy effects, and by treating the 
water as incompressible with constant specific heats. Referring to 
Figure 16.3, the resulting energy balance for segment j is given by: 

dTj(mcP )j · = −qj→z+i + (ṁcP )w · Tj−1 − Tj (16.14)
dt 

where j represents the segment under consideration and j−1 the up­
stream segment. Segment j is assumed to be at the uniform tem­
perature of Tj. 

The left side of Equation 16.14 represents the transient storage 
of energy by segment j. The rate of heat output by convection and 
longwave radiation from segment j is given by qj→z+i. The convec­
tion portion (z) will be reflected in the zone energy balance while the 
radiative portion (i) will be distributed to the zone’s internal surfaces. 

At each timestep of the simulation each segment’s heat output 
is calculated using a log mean temperature difference (LMTD) ap­
proach. The LMTD of the radiator at its rated conditions is calcu­
lated based upon user inputs: 

Trated − Trated 

LMTDrated iv vi= (16.15)rad Trated −Trated
 
iv
 zln Trated −Trated 
vi z 

This means the user must provide the radiator’s supply and re­
turn water temperatures and the zone air temperature at rated con­
ditions. 

The LMTD of each segment is calculated at each timestep of 
the simulation. This is given by the following for segment j: 

Tj−1 − TjLMTDj = (16.16)
Tj−1−Tzln Tj −Tz 

Tj−1, Tj, and Tz are the temperatures for the current simulation 
timestep. With some implementations of such transient models, Tz 

can be replaced by some weighted average of Tz and the temper­
atures of the zone’s internal surfaces. (This requires the user to 
specify which internal surfaces to consider, effectively indicating the 
radiator’s placement within the zone.) 
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The heat output is then calculated for each of the segments: 

rated q LMTDj 
n 

rad→z+iqj→z+i = · (16.17)
J LMTDrated 

where J is the number of segments used to represent the radiator. 
rated qrad→z+i is the radiator’s heat output at the rated conditions, an­

other parameter that must be supplied by the user. The user must 
also provide the exponent n (an empirical constant) for Equation 
16.17. 

The total rate of heat transfer from the radiator to the containing 
zone can then be determined by summing the contributions of each 
segment: 

J 

qrad→z+i = qj→z+i (16.18) 
j=1 

Some BPS tools treat qrad→z+i as a convective heat transfer to 
the zone, while others treat it as a radiative heat transfer to the 
zone’s internal surfaces. In some cases the user can provide addi­
tional information to apportion qrad→z+i into radiant and convective 
portions. In this way, some of the radiator’s output could be repres­
ented using the qlw,HVAC→i in the internal surface energy balance 
(Equation 2.14) and some using the ṁSA and TSA terms (or some 
surrogate) in the the zone energy balance (Equation 2.13). 

This can be considered a quasi-first principle method. As can 
be seen from the above treatment, such transient models demand 
considerable input from the user. But they offer the advantage of 
considering the impact of thermal transients on the radiator’s heat 
output. This can be seen in Figure 16.4, which plots the results for a 
1-hour period from a simulation conducted with such a model. The 
radiator’s process controller was configured with an on-off control 
logic to provide a constant flow rate of water at 75 ◦C to the radiator 
(state iv) whenever Tz dropped below 19 ◦C, and to stop the flow 
of water only when Tz rose above 21 ◦C. The resulting oscillations 
in Tz and the on-off control of ṁw can be seen in the top of the 
figure. (Contrast the Tz oscillations to the constant temperature of 
the idealized control data series plotted in Figure 16.2.) 

The temperature of the radiator as well as the heat transfer rate 
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from the radiator to the zone can be seen in the bottom of Fig­
ure 16.4. When the controller stops the flow of hot water after 25 
minutes (top of figure), it can be seen that the temperature of the 
radiator begins to decay (bottom of figure). Even though the flow of 
hot water has ceased, the radiator continues to transfer energy to 
the zone (bottom of figure). Indeed the radiator is continuously heat­
ing the zone during this 1-hour period even though the flow of water 
stops three times. A careful examination of the top of the figure after 
25 minutes reveals that Tz continues to increase even after the flow 
of water has stopped. In a similar fashion, when the controller re­
starts the flow of water there is a time delay before the radiator’s 
heat output reaches its maximum level (inspect the bottom of the 
figure after 37 minutes). These types of control overshoots and dy­
namic responses can only be predicted as a result of the transient 
nature of the radiator model. 

In contrast to the transient model described above, it is quite 
common for BPS tools to represent heat transfer from radiators us­
ing steady-state methods. These have a structure very similar to 
that of the heating coil model described in Section 16.5. The (UA )HX 

of the radiator is calculated from user inputs that characterize per­
formance under rated conditions. But unlike with the heating coil 
model, this value is treated as a constant throughout the simula­
tion. 

The radiator’s NTU is determined each timestep using Equation 
16.9 and the radiator’s effectiveness determined with an expres­
sion like that of Equation 16.10. The airflow rate over the radiator is 
assumed in order to perform these calculations. The heat transfer 
from the radiator to the room can then be determined by: 

qrad→z+i = · ( ˙ · (Tiv − Tz) (16.19)HX mcP )min 

As with the transient method described above, additional user-
defined inputs can be used to apportion qrad→z+i into radiant and 
convective outputs. 

Another steady-state approach used by some BPS tools 
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Figure 16.4: Simulation predictions using a quasi-first principle tran­
sient radiator model 
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employs an empirical method in the form of: 

qrad z+i = (ṁc→ P )w · (T

rated 

 iv − T� vi) 
n Tiv +Tvi  2 − T

= q
z	 

rad · →z+i	 T rated 
iv +Tvi − 2	 Tz 

�  
(16.20)

As with the other methods 

�
described 

�
above, the user must 

provide data to describe the radiator’s performance at the rated 
conditions. As before, n is a user-supplied empirical constant. 

The steady-state methods described by Equations 16.19 and 
16.20 demand less input data from the user, but they cannot con­
sider the impact of the radiator’s past thermal state on current per­
formance. 

16.8 REQUIRED READING 

Reading 16–A 

Trcka ˇ and Hensen (2010) provide an overview of methods for sim­
ulating HVAC systems and their controls. 

Read this article in its entirety and find answers to the following 
questions: 

1. Section 3.1 of this article discusses first principle models, 
quasi-first principle models, and empirical models. According 
to the article, which types of model are usually used to treat 
components within HVAC distribution (secondary) systems? 

2. And which types of model	 are usually used to treat en­
ergy conversion and storage components (primary systems)? 
Why? 

3. Section 3.2 of the article discusses the modelling of controls. 
Describe why it is so challenging to simulate the behaviour of 
contemporary and advanced control strategies. 

4. What is meant by pure conceptual system modelling? 
5. What is meant by	 equation-based system modelling? List 

some tools that employ this approach. 
6. Based on this article, explain why it is quite challenging to 

explicitly represent mass and energy flows in HVAC systems. 
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16.9 SOURCES FOR FURTHER LEARNING 

•	 ASHRAE (2016) thoroughly describes HVAC system config­
urations and components. 

•	 Wright (2019) describes the structure of HVAC systems mod­
els, their calibration, and solution methods. 

•	 Brideau et al. (2016b) describe BPS models that have been 
developed for radiant floor heating systems and present an 
inter-model comparison of their simulation predictions. 

•	 Wetter (2009) argues the advantages of equation-based mod­
elling approaches for treating HVAC components and control 
systems. 

16.10 SIMULATION EXERCISES 

Revert your BPS tool inputs to represent once again the Base Case 
described in Section 1.9, including any refinements or corrections 
you made following the previous exercises. Perform an annual sim­
ulation to produce a fresh set of Base Case results for use in the 
following exercises. 

Exercise 16–A 

Consult your BPS tool’s help file or technical documentation to de­
termine which of the HVAC modelling approaches described in Sec­
tion 16.2 it supports. Which of these approaches did you employ for 
the Base Case? Describe how this method works by making refer­
ence to the material presented in this chapter. 

Extract the Base Case results for March 6 and plot the zone 
air temperature versus time. Do your results resemble either of the 
series plotted in Figure 16.2? Explain why or why not. 

Now plot the rate of energy transfer from the HVAC system 
versus time on this day. How does the rate of heat addition or ex­
traction vary throughout the day? Could an actual HVAC system be 
controlled to perform in this manner? If not, what implications does 
this have upon your simulation predictions? 
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Exercise 16–B 

You were told to configure the HVAC system for the Base Case 
with sufficient heating and cooling capacity to maintain the indoor 
air between 20 ◦C and 25 ◦C at all times. How did you configure your 
chosen BPS tool to accomplish this? 

Now reduce the heat addition capacity of the HVAC system to 
1 kW and perform another annual simulation. Plot the zone air tem­
perature versus time for the month of January. What do you ob­
serve? 

Exercise 16–C 

Revert to your Base Case. 
For the Base Case you were told to configure the HVAC sys­

tem such that heat injection and extraction is 100 % convective and 
100 % sensible. In this manner the HVAC system’s interactions will 
appear as the ṁa · cP · (TSA − Tz) term in the zone energy bal-SA 
ance (Equation 2.13). 

Are you able to alter this treatment in your chosen BPS tool 
using an idealized approach? Can the HVAC system be made to 
inject/extract energy radiatively rather than convectively, or by a mix 
of convection and radiation? In this way, some or all of the HVAC 
system’s interventions would appear as the qlw,HVAC→i term in the 
internal surface energy balance (Equation 2.14). Consult your BPS 
tool’s help file or technical documentation to determine how the 
qlw,HVAC→i term is distributed to the zone’s internal surfaces. 

Now configure the HVAC system to inject/extract entirely or par­
tially by radiation and perform another annual simulation. If you can­
not do this with your chosen BPS tool, then explain why by making 
reference to the material presented in this chapter. 

Examine the zone air temperature and internal surface temper­
ature predictions for March 6. Contrast these to the results from the 
Base Case. What impact does this change have upon the temper­
ature predictions? 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 
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Exercise 16–D 

Revert to your Base Case. 
Does your chosen BPS tool provide an idealized model for hy­

dronic floor terminal heating? If so, configure it for such a system, 
making any necessary assumptions and approximations. Conduct 
an annual simulation. 

Extract results for March 6 and plot the zone air temperature 
versus time. How does this compare with your results from Exercise 
16–A? 

What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? Are these 
results consistent with your expectations? If not, explain why. 

Exercise 16–E 

Revert to your Base Case. 
Consult your BPS tool’s help file or technical documentation to 

determine whether it can explicitly model hydronic radiator terminal 
heating. Does it include any of the types of models illustrated in 
Section 16.7? Describe its model. 

Configure your tool to represent terminal heating with a hydronic 
heating system. Choose appropriate models to explicitly represent 
a radiator with a nominal heat output of ∼2 kW that is supplied with 
water at 90 ◦C by a pump whenever there is a demand for heat. 
What other components must you include? 

What input data are you required to provide? Consult technical 
information from manufacturers of radiator and pump products that 
are available in your region to establish appropriate input values. 
Make any necessary assumptions regarding the water flow rate, 
control of the pump, and parameters for the radiator and pump mod­
els. Choose an appropriate timestep and conduct another annual 
simulation. 

Extract results for March 6 and plot the zone air temperature 
versus time. How do your results compare with those from Exer­
cise 16–A? Do your results resemble either of the series plotted in 
Figure 16.2? Explain why or why not. 

What impact does this change have upon the annual space 
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heating load? And upon the annual space cooling load? Are these 
results consistent with your expectations? 

16.11 CLOSING REMARKS 

This chapter described the types of methods that can be used for 
treating HVAC distribution systems. It explained that many BPS 
tools allow HVAC systems to be represented with idealized ap­
proaches, which are usually quite simple to configure and can be 
extremely useful for many analyses. However, it is important to be 
aware that although these approaches can approximate the amount 
of energy that must be provided or extracted by the HVAC system 
to maintain conditions within the zones (i.e. heating and cooling 
loads), they do not calculate the electricity and fuel consumed by 
the HVAC system. 

The distinction between component and system approaches 
was made, and it was explained that both make use of models to 
represent the mass and energy flows within HVAC distribution sys­
tems. Descriptions of models were provided to illustrate first prin­
ciple, quasi-first principle, and empirical approaches. Additionally, 
both transient and steady-state models of hydronic radiators were 
described to demonstrate both the benefits of transient approaches 
as well as the complexities they introduce. 

Through the required reading and the simulation exercises you 
became aware of the approaches supported by your chosen BPS 
tool, and learned how to configure them. 

Our attention now turns to the treatment of the energy conver­
sion and storage components of HVAC systems. 
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Energy conversion and 
storage systems 

T his chapter describes models that are used for representing the 
energy conversion and storage components (primary equip­

ment) of heating, ventilation, and air-conditioning systems. 

Chapter learning objectives 

1. Understand that steady-state and empirical models are com­
monly employed by BPS tools for predicting the performance 
of energy conversion components. 

2. Realize some possible sources of empirical data that can be 
used to establish input parameters. 

3. Learn about the assumptions underlying models used for rep­
resenting energy storage devices. 

4. Learn how to configure the various approaches available in 
your chosen BPS tool. 

305 
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17.1 MODELLING APPROACHES 

The previous chapter introduced a classification scheme for HVAC 
component models. We saw how first principle, quasi-first principle, 
empirical, steady-state, and transient approaches could be used to 
treat HVAC distribution components. 

Although models using all of these approaches have been de­
veloped for HVAC primary equipment, we will see in the following 
sections that most BPS tools employ steady-state and empirical 
models for treating HVAC energy conversion components, and tran­
sient quasi-first principle models for energy storage components. 

The following sections describe the types of models that are in 
common usage. This is accomplished by focusing on a few com­
ponents that collectively demonstrate the spectrum of methods. 

17.2 COMBUSTION BOILER MODELS 

The previous chapter described models that can represent the heat­
ing coil (Section 16.5) and terminal hydronic radiators (Section 
16.7) of the VAV system shown in Figure 16.1. These components 
are supplied by streams of hot water (state points ii and iv in Figure 
16.1). 

Although not shown in that figure, a hydronic loop including a 
boiler, circulating pump, valves, and converging and diverging junc­
tions supplies this hot water. Models are also required to represent 
each of these components. Methods similar to those presented in 
Section 16.4 could be used to represent the junctions in the hy­
dronic loop, and approaches like those described in Section 16.6 
could be used for the pump. We consider now techniques for rep­
resenting the boiler. 

Figure 17.1 schematically represents a boiler. A stream of water 
flows through the boiler’s heat exchanger at a rate of ṁw . This water 
enters the boiler at a temperature of T1 and is heated to T2. 

A control volume is drawn around the entire boiler. This includes 
all internal components as well as the mass of water contained 
within the boiler’s heat exchanger. A first law energy balance can be 
formed for this system. By neglecting kinetic and potential energy 
effects and the pressure drop of the flowing water, and by treating 
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qloss 

Boiler 
(mcP)boiler 

ṁw 

T1 

1 
ṁw 

T2 

2 

qboiler 

Figure 17.1: Boiler (control volume [ ] encompasses entire 
boiler and water contained within its heat exchanger) 

the specific heats as constant, the energy balance on the boiler’s 
control volume can be written as: 

dTboiler qboiler − qloss = (mcP )boiler · + (ṁcP )w · (T2 − T1) (17.1)
dt 

The first term on the right side of this equation represents the 
transient storage of energy by the mass of the boiler and its con­
tained water. Consideration of this term requires the user to provide 

as an input parameter. The second term on the right (mcP )boiler 
side represents the energy added to the water flowing through the 
boiler’s heat exchanger. 

The second term on the left side represents the rate of stray 
heat loss (W) from the boiler to the surrounding room via convec­
tion and longwave radiation, and is commonly calculated using an 
expression like: 

qloss = (UA )boiler · (Tboiler − Tz) (17.2) 

where (UA )boiler is a heat loss coefficient (W/K, another input para­
meter required from the user), and Tz is the temperature of the zone 
containing the boiler. 
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The first term on the left side of Equation 17.1 represents the 
rate of heat transfer (W) to the boiler and its contained water res­
ulting from the combustion of fuel. In reality, streams of fuel and air 
enter the boiler, and a stream of combustion product gases exits. 
Also, a stream of liquid water exits the boiler in the case of a con­
densing device. The enthalpy flow rate of each of these streams 
could appear in the energy balance, but for the sake of simplicity 
the net energy addition from the combustion resulting from these 
streams is represented by the collective term qboiler . 

Models of many levels of resolution have been developed to de­
termine qboiler . Some subdivide the boiler into a number of control 
volumes to represent subsystems, such as the combustion cham­
ber, the heat exchanger between the combustion gases and the wa­
ter, and the combustion air supply. Others further subdivide the heat 
exchanger to more accurately determine the extent of condensation 
of water vapour from the combustion gases, and therefore the rate 
of latent heat transfer. Many such detailed models, which are usu­
ally based upon quasi-first principle approaches, can be found in 
the literature. 

However, much simpler empirical models that treat the boiler 
in its entirety are more commonly employed by BPS tools. These 
methods usually relate qboiler to the rate of fuel consumption using 
an efficiency: 

qboiler ṁfuel · HHV = (17.3)
ηboiler 

The mass flow rate of fuel ( ṁfuel in kg/s) is a variable whose 
solution is commonly sought when HVAC systems are simulated. 
HHV is the fuel’s heating value (J/kg), which is either input by the 
user or defaulted by the BPS tool. The boiler’s efficiency is repres­
ented by ηboiler (−). This parameter is sensitive to the boiler’s oper­
ating conditions, and thus can vary each timestep of the simulation. 

Some boilers have multi-stage or fully modulating burners, while 
others rely on on-off cycling to satisfy thermal loads. The perform­
ance of some boilers—especially condensing units—is quite sens­
itive to the flow rate and temperature of the water stream. Although 
the functional forms vary from tool to tool, most of these empirical 
models use some parametric formulation to calculate the efficiency 
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in response to these factors. One example is given by: 

2 ηboiler = C0 + C1  · PLR + C2 · PLR
2 (17.4)

+ T2 · C3 + C4 · PLR + C5 · PLR

PLR (−), known as the part load ratio, relates the 

 
boiler’s heat 

utput at the current timestep to its rated output (another input para­
eter supplied by the user): 

q
PLR = boiler

rated (17.5)
qboiler 

The Ci coefficients of Equation 17.4 are empirical values that 
ust be supplied by the user. These represent the performance of 
 particular boiler and consider the impact of on-off cycling, burner 
odulation, condensation of product gases, and other operational 

actors. With some tools the impact of stray heat losses and tran­
ient effects are also encapsulated in these coefficients, in which 
ase the qloss and dTboiler 

dt terms are dropped from Equation 17.1. 
Some manufacturers publish product specifications that include 

ufficient data to allow the user to regress Equation 17.4 to determ­
ne accurate Ci coefficients. Unfortunately, in many cases the BPS 
ool user will be unable to find sufficient manufacturer or independ­
nt test data to establish accurate Ci coefficients for a particular 
oiler, necessitating an approximation or reliance upon BPS tool 
efault values representing generic equipment. 

Equations 17.1 to 17.5 define the boiler’s operation using the 
ommonly employed empirical approach. This set of equations is 
sually constrained by models representing other components in 
he HVAC system and their control. For example, other models 
ight fix the values of ṁw and T1 for the given timestep, and a con­

rol model of the boiler might establish the value of qboiler . Subject to 
hese constraints, the solution of Equations 17.1 to 17.5 would lead 
o ṁfuel and T2. 

As mentioned, some BPS tools include the transient and heat 
oss terms, while others represent the impact of these effects in 
he boiler efficiency. Many alternative functional forms of Equation 
7.4 are also in use, although the empirical method outlined here is 
ommonly applied by BPS tools. 
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1 2 ṁw,con ṁw,con 

T1 T2 

Heat pump 
34 ṁw,evap ṁw,evap 

T3T4 

Ṗel 

Figure 17.2: Heat pump (control volume [ ] encompasses en­
tire heat pump and water contained within its heat exchangers) 
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17.3 HEAT PUMP MODELS 

Energy conversion devices based upon vapour-compression refri­
geration cycles (chillers, heat pumps, refrigerators) are most often 
treated in BPS tools with empirical approaches much like that de­
scribed in the previous section for boilers. 

Consider the water-to-water heat pump and its two connected 
water streams that are illustrated in Figure 17.2. One water stream 
transfers energy into the refrigerant at the heat pump’s evaporator, 
while the other transfers energy out of the refrigerant at the con­
denser. 

The rate of heating provided by the heat pump can be calculated 
by focusing on the water stream flowing through the condenser. By 
making the same assumptions as with the boiler, but in this case 
neglecting the transient and heat loss terms, the following first law 
energy balance can be written: 

qHP→w,con = (mcP ) · (T2 − T1) (17.6)w,con 

The steady-state empirical models used by many BPS tools 
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make no attempt to represent the thermodynamic processes oc­
curring within the heat pump. Rather, they employ polynomial equa­
tions to determine the heat pump’s heating output as a function of 
its operating conditions. One such model is given by: 

rated qHP→w,con = qHP→w,con · C0 + C1 · T3 + C2 · T1 
(17.7) 

+ C3 · ṁw,evap + C4 · ṁw,con 

rated Where q is the heat pump’s heating capacity at its rated HP→w,con 
conditions and Ci are empirical constants. All of these values must 
be supplied by the user. In some cases these can be derived from 
the published data provided by manufacturers. 

With these models the heat pump’s electricity consumption is 
determined in a similar manner: 

Prated Ṗel = ˙
el · Co + Ci · T3 + Cii · T1 

(17.8) 
+ Ciii · ṁw,evap + Civ · ṁw,cond 

Prated where ˙
el is the electrical power draw at rated conditions and Ci 

are additional empirical constants, all of which must be supplied by 
the user as input parameters. 

Although they may employ different functional forms than Equa­
tions 17.7 and 17.8, many BPS tools employ steady-state empirical 
models along these lines. Some may include additional elements, 
such as transient terms and terms to represent stray heat losses 
from the heat pump. 

There are also models in use by BPS tools that explicitly rep­
resent the thermodynamic processes within the heat pump cycle. 
These necessarily apply a number of assumptions about the cycle 
configuration and demand a considerable number of parameters 
from the user, such as the chemical composition of the refrigerant, 
UA values for the evaporator and condenser, the degree of super­
heat at the compressor inlet, empirical parameters for calculating 
the compressor’s electrical power draw, etc. 
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17.4 SOLAR THERMAL COLLECTOR MODELS 

Many BPS tools employ quasi-first principle models to represent 
solar thermal collectors. Consider the schematic of a solar col­
lector shown in Figure 17.3. Some of the solar irradiance incid­
ent upon the collector will be transmitted through its transparent 
cover/glazing (many designs exist) and a portion of this energy 
will be captured by the collector’s absorber. Water (usually mixed 
with an antifreeze) flows through the collector’s heat exchanger 
and is heated from T1 to T2 by solar energy that is absorbed by 
the collector. A portion of the absorbed solar energy will be lost to 
the exterior environment by convection and longwave radiation, the 
amount depending upon the collector’s design, the flow rate and 
temperature of the fluid, and environmental conditions. 

qsolar qloss 

Solar collector 
ṁw 

T1 

1 
ṁw 

T2 

2 

Figure 17.3: Solar thermal collector (control volume [ ] encom­
passes entire solar thermal collector) 

By making the same assumptions as with the boiler and by neg­
lecting the transient term, the following first law energy balance can 
be written: 

(mcP )w · 
�
T2 − T1 

�
= qsolar − qloss 

= Ac · 
 
(τα)⊥ · Kθ · Gsolar→e 

− U1 · (T1 −T 2 
oa ) − U2 · (T1 −Toa)

(17.9) 

 
The left side of Equation 17.9 represents the rate of energy
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addition to the fluid stream flowing through the solar collector (w 

represents the properties of the water and antifreeze mixture). The 
first term in the square brackets on the right accounts for the rate 
of absorption of solar irradiance, while the second and third terms 
represent heat losses to the exterior environment. 

Ac is the area of the solar collector (m2) and Toa is the outdoor 
air temperature (◦C or K). Gsolar→e is the global incident irradiance 
on the collector (W/m2), the sum of the solar beam, diffuse, and 
ground-reflected irradiance. It is determined using the procedures 
detailed in Chapter 9. 

(τα)⊥ is the fraction (−) of the incident solar irradiance that is 
transmitted through the collector’s cover and then absorbed (dir­
ectly or following reflections) by its absorber when the irradiance is 
perpendicular to the cover. Kθ (−), known as an incident angle mod­
ifier, modifies (τα)⊥ to account for the impact of off-normal angles 
of incidence. It has a value of unity at normal incidence and higher 
or lower values at other angles depending upon the geometry and 
material of the collector’s covers and absorber. U1 (W/m2 K) and 
U2 (W/m2 K2) are heat loss coefficients that account for convection 
and longwave radiation heat transfer from the collector to the exter­
ior environment. 

(τα)⊥, U1, U2, and Kθ are empirical constants that must be 
provided by the user. Most solar thermal collectors are subjected 
to standardized testing that is conducted with solar irradiance sim­
ulator lamps under steady-state conditions. It is common for these 
tests to span a range of temperatures and incidence angles. These 
test results—which are widely availablei—can be used to establish 
the model’s empirical parameters. 

The values of ṁw , T1, T2, Toa , and Gsolar→e are measured during 
a series of tests conducted with a normal angle of incidence for the 
beam irradiance. These data are regressed to find the quantities of 
(τα)⊥, U1, and U2 that best fit Equation 17.9. 

Kθ is commonly represented as an empirical function of the 

iBoth Solar Keymark and the Solar Rating and Certification Corporation 
provide extensive databases. 



�
�

“Book” — 2020/7/22 — 9:24 — page 314 — #352 �
�

�
�

�
�

314 • Energy conversion and storage systems 

incidence angle: 

 

 
1 1 2

Kθ = 1 + C0 · − 1
 

+ C1 ·
 

− 1 
 

(17.10)
cos θ cos θ 

where θ is the incidence angle (refer to Section 9.3). 
Data from additional tests performed at off-normal angles of in­

cidence are regressed to find the values of Ci that best fit Equation 
17.10. 

Many BPS tools provide quasi-first principle models of this type, 
but there are many variations. Some tools use different functional 
forms than Equation 17.10 and calculate separate values of in­
cidence angle modifiers for the beam, sky diffuse, and ground-
reflected irradiance. Also, models for evacuated tube collectors usu­
ally provide separate incidence angle modifiers for the transverse 
and longitudinal directions. 

Many tools apply a factor to Equation 17.9 to account for vari­
ations in ṁw , and some subdivide the collector into a number of 
segments in series to improve the calculation of heat losses. Al­
ternate forms to Equation 17.9 that calculate the heat losses using 
T2 rather than T1, or an average of the two are sometimes used. 
Some tools also add a time derivative term like that of the boiler 
model of Equation 17.1 to account for transient effects. 

17.5 THERMAL ENERGY STORAGE MODELS 

Water tanks are the most prevalent type of thermal store used in 
HVAC systems. They can be used to buffer between intermittent 
energy supplies and building thermal demands, to enable longer 
operational cycles for slow-responding equipment, or to temporally 
shift energy consumption. 

Many tanks are designed to encourage stratification such that 
the water near the top of the tank can be significantly warmer than 
that stored near the bottom. This is advantageous for the perform­
ance of some heating equipment, such as heat pumps and solar 
thermal collectors (see Equations 17.8 and 17.9). 

Of the many BPS tools that provide explicit models of stratified 
storage tanks, most assume a one-dimensional temperature distri­
bution in the vertical direction. This approach is illustrated in Figure 
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17.4, which shows a tank subdivided into six strata (the number of 
strata is usually specified by the user). Each stratum is assumed 
to be at a uniform temperature. In the simple example shown here 
there is a single inlet located near the top of the tank, and a single 
outlet located near the bottom. Typically the user would specify the 
number of inlets and outlets and their locations. 

Tvi 

Tv 

Tiv 

Tiii 

Tii 

Ti 

ṁw,1 

T1 

1 

ṁw,2 

T2 

2 

ṁw,i→ii 

ṁw,ii→iii 

ṁw,iii→iv 

ṁw,iv→v 

ṁw,v→vi 

Figure 17.4: Water tank with single inlet port and single outlet port 
represented with six strata 

In reality, the momentum and turbulence of the water stream at 
the inlet will impact water flow patterns within the tank. Flow entrain­
ment, molecular and turbulent diffusion, and the tank’s geometrical 
details can all have an impact. However, no attempt is made to re­
solve these details with this modelling approach. Rather, the water 
is idealized to flow in the manner illustrated in Figure 17.4. Each of 
the inter-strata flows (e.g. ṁw,i→ii) indicated in the figure represents 
the net mass exchange between two strata. 

Mass and energy balances are formed for each stratum. If the 
water is treated as incompressible, then the mass of the water con­
tained in each stratum remains constant. With this assumption and 
for the simple configuration depicted in Figure 17.4, a mass balance 
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leads to: 
ṁw,1 = ṁw,i→ii = ṁw,ii→iii = ṁw,iii→iv (17.11)

= ṁw,iv→v = ṁw,v→vi = ṁw,2 

The method of forming energy balances is described by focus­
ing on stratum ii, which is illustrated in Figure 17.5. The stratum’s 
net mass exchanges with the neighbouring strata are shown, as are 
heat transfers across the control volume drawn around the stratum. 

Since the water flows do not occur over the full cross-sectional 
area of the boundaries between strata, there will be heat transfers 
over the quiescent regions by conduction through water. These are 
indicated by the qcond terms. In situations where water is flowing 
through the tank, these conduction terms are usually quite small 
relative to the energy transferred by the moving fluid. The qloss,ii 

term represents stray heat loss from the stratum to the surrounding 
room via convection and longwave radiation. 

Tiii 

Tii 

Ti 
ṁw,i→ii 

ṁw,ii→iii 

qcond,i→ii 

qcond,ii→iii 

qloss,ii 

Figure 17.5: Mass and energy flows for a single stratum of the tank 

By making the same assumptions as with the boiler, a first law 
energy balance on the stratum can be written as: 

qcond,i→ii − qcond,ii→iii 

+ ṁw,i→ii · cP,i · (Ti − Tii) − ṁw,ii→iii · cP,ii · (Tii − Tiii) (17.12)
dTii = (mcP )ii · + qloss,iidt 

The conduction terms are commonly approximated using the 
same techniques that were described in Section 13.3 (see Equation 
13.8): 

Ti − Tii qcond,i→ii ≈ kw · Atank · (17.13)
Δstrata 
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where kw is the conductivity of water (W/mK), Atank is the cross-
sectional area of the tank (m2), and Δstrata is the thickness of the 
stratum (m). 

The techniques that were also described in Section 13.3 (Equa­
tion 13.5) can also be used to approximate the transient storage 
term: 

dTii Tii − Tt−Δt 

(mcP )ii · ≈ (mcP)ii · ii (17.14)
dt Δt 

where Δt is the simulation timestep (some BPS tools use a shorter 
time interval). 

The heat loss term is calculated using the method described by 
Equation 17.2: 

qloss,ii = (UA )ii · (Tii − Tz) (17.15) 

where (UA )ii is a heat loss coefficient (W/K) for the stratum, an 
input parameter required from the user. 

Instances of Equations 17.12 to 17.15 are formed for each 
stratum. Any stratum including inlet and outlet ports will consider 
these mass flows as well. When solved in conjunction with Equa­
tion 17.11 for given inlet conditions, this leads to a solution of the 
temperature distribution within the tank, as well as the outlet condi­
tions. 

Most applications of this type of stratified tank model include 
methods for dealing with mixing caused by buoyancy. This can oc­
cur when, for example, the water entering the tank at state 1 is 
colder than Ti. If the result of the solution of the energy balances 
is such that Ti < Tii, then the model assumes that buoyancy forces 
will cause these two strata to instantaneously mix to a common 
temperature equal to their average. 

Many variants of this basic stratified tank modelling approach 
are employed in BPS tools. Some support the inclusion of im­
mersed heat exchangers and immersed heating elements, and 
some include additional terms in the stratum energy balance of 
Equation 17.12 to account for heat transfer in the vertical direction 
caused by conduction through the tank’s solid materials. 
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17.6 REQUIRED READING 

Reading 17–A 

Zhou et al. (2014) compares and contrasts the HVAC modelling 
approaches of three BPS tools. 

Read this article in its entirety and find answers to the following 
questions: 

1. Models of which HVAC components are examined? 
2. Describe the main differences in the way the three BPS tools 

simulate the performance of HVAC systems. 
3. Do these three BPS tools employ transient or steady-state 

models to represent boilers, chillers, and cooling towers? 
4. How does the structure of the boiler models used by the three 

BPS tools compare with the approaches described in Section 
17.2? 

5. Do the chiller models of the three BPS tools use the same in­
dependent variables? What are they? How do these compare 
with the heat pump (also a vapour-compression refrigeration 
cycle) models described in Section 17.3? 

6. Why are some differences observed in the predictions of the 
chiller models of the two BPS tools examined? (See Figure 
13 in the article.) 

17.7 SOURCES FOR FURTHER LEARNING 

•	 Glembin et al. (2013) review existing boiler models that have 
been developed for BPS and propose a new model that con­
siders transient effects. 

•	 Blervaque et al. (2016) contrast steady-state empirical, tran­
sient empirical, and detailed thermodynamic models for 
variable-speed air-to-air heat pumps and compare their pre­
dictions to measurements. 

•	 Allard et al. (2011) compare five models for stratified tanks 
and contrast their predictions to measured data. 
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17.8 SIMULATION EXERCISES 

Exercise 17–A 

Revert your BPS tool inputs to represent once again the case of 
Exercise 16–E. In that case you explicitly represented a hydronic 
heating system, but the radiator was supplied with water from a 
heat source at a constant temperature. Now you will replace that 
heat source with an explicit model of a boiler. 

Consult your BPS tool’s help file or technical documentation to 
determine its options for explicitly modelling boilers. Does it support 
methods like those outlined in Section 17.2? Describe the available 
methods. 

Choose one of your tool’s available methods and configure it to 
represent a small boiler (nominal heating capacity <10 kW). What 
input data are required? How does the chosen model calculate the 
boiler’s efficiency? Consult technical information from manufactur­
ers of boiler products that are available in your region to establish 
appropriate input values. Can you find sufficient data to establish all 
of the model’s required input parameters? Make any necessary as­
sumptions regarding the control of the boiler and the boiler model’s 
parameters, such as the boiler’s mass, stray heat losses, and effi­
ciency. 

Choose an appropriate timestep and conduct an annual simu­
lation. What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 

Examine the simulation predictions for March 6. How does the 
boiler’s fuel consumption and efficiency vary over the day? And the 
temperature of the water supplied to the radiator? Are these results 
consistent with your expectations? 

Exercise 17–B 

You will now replace the boiler added in Exercise 17–A with a heat 
pump. 

Consult your BPS tool’s help file or technical documentation to 
determine its options for explicitly modelling heat pumps. Does it 
support methods like those outlined in Section 17.3? Describe the 
available methods. 
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Choose one of your tool’s available methods and configure it 
to represent a small air-source or water-source heat pump (nom­
inal heating capacity <10 kW). What input data are required? How 
does the chosen model calculate the heat pump’s rate of electricity 
consumption? Consult technical information from manufacturers of 
heat pump products that are available in your region to establish 
appropriate input values. Can you find sufficient data to establish 
all of the model’s required input parameters? Make any necessary 
assumptions regarding the control of the heat pump and the heat 
pump model’s parameters, such as the impact of operating condi­
tions on its heat output and electricity consumption. 

Choose an appropriate timestep and conduct an annual simu­
lation. What impact does this change have upon the annual space 
heating load? And upon the annual space cooling load? 

Examine the simulation predictions for March 6. How does the 
heat pump’s electricity consumption vary over the day? And the 
temperature of the water supplied to the radiator? Are these res­
ults consistent with your expectations? 

17.9 CLOSING REMARKS 

This chapter described some commonly used methods for treat­
ing HVAC energy conversion and storage components that can 
be used to explicitly represent their performance and predict their 
fuel and energy consumption. By focusing on a few components— 
combustion boilers, heat pumps, solar thermal collectors, and water 
storage tanks—it demonstrated that models for energy conversion 
and storage rely heavily upon empirical information. It was seen 
that greater levels of detail invariably demand more input paramet­
ers from the user. 

Through the required reading and the simulation exercises you 
became aware of the approaches supported by your chosen BPS 
tool, and learned how to configure them. 

This completes not only our treatment of the modelling of HVAC 
systems, but also the treatment of all of the heat and mass transfer 
processes covered by this book. In the next part of the book you will 
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integrate all of the learning and skills you have acquired to simulate 
the performance of an actual building. 
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Culminating trial
 

T hrough the previous chapters you have gained an understand­
ing of the methods used to simulate individual heat and mass 

transfer processes and you have developed skills at applying your 
chosen BPS tool. Now it is time to put all of this together. This 
chapter describes the book’s final simulation exercises which in­
tegrate the knowledge and skills you have gained through the ap­
plication of BPS to predict the thermal performance of an actual 
building. 

Chapter learning objectives 

1. Integrate and concretize the knowledge gained in the previ­
ous chapters. 

2. Learn strategies for representing real buildings in your chosen 
BPS tool. 

3. Practice allocating time resources in a simulation project. 
4. Develop	 experience comparing simulation predictions to 

measurements and diagnosing causes of disagreements. 
5. Acquire experience at selecting appropriate sources for gath­

ering input parameters, and learning how to manage uncer­
tain inputs. 

325 
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18.1 OVERVIEW 

This is called the Culminating Trial because it tests your ability to 
apply the knowledge and skills you have gained through the previ­
ous chapters. All the exercises up to this point have been based on 
a simple building in the form of a rectangular box with a single win­
dow. The simplicity of the Base Case allowed us to focus on single 
heat or mass transfer processes or individual aspects of HVAC sys­
tems with each chapter’s variations. 

You will have to manage much greater complexity in this Culmin­
ating Trial. You will have to consider all of the heat and mass transfer 
processes treated in preceding chapters, as well as the perform­
ance of the HVAC system. You will have to decide which aspects 
have the greatest impact in this case. Which should receive your 
greatest attention? Which of your chosen BPS tool’s default mod­
els can you rely upon? When and where is it important to invoke 
optional capabilities? 

And you will have to decide how to thermally zone the building. 
How many thermal zones should you use? How should heat and 
mass transfer between the zones be treated? Which geometric fea­
tures should you include? Which have a significant impact on the 
building’s thermal performance, and which are less important? 

BPS users never operate with complete certainty over input 
data. You will face this in the Culminating Trial. For example, you 
are not given the emissivity of building materials in the longwave 
spectrum, because these have not been measured. What values 
should you assume? You will have to search for appropriate sources 
of data. In some cases you can base your choices on your exper­
iences with the previous simulation exercises. But in other cases, 
you might have to conduct sensitivity studies to examine how much 
of an impact these uncertain inputs might have upon your simula­
tion predictions. 

Time is always a finite resource. You will have to decide how 
to best allocate your time. Should you invest more time on defining 
the building’s geometry, or on explicitly representing the HVAC sys­
tem and its control? Which will have the greatest impact upon the 
accuracy of your simulation predictions? 
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The following sections describe the details of the Culminating 
Trial and the specific objectives of the exercises. But before you 
begin, you should revisit Reading 1–A, paying particular attention 
to Section 7. 

18.2 APPROACH 

The following sections describe the building and its HVAC systems 
in sufficient detail to enable you to prepare a representation in your 
chosen BPS tool. This is followed by a series of simulation exer­
cises. These exercises should be conducted sequentially as they 
build upon each other. 

You will see numerous references to the book’s companion web-
site, which contains additional information, such as photos, draw­
ings, weather data, and other information that you will require to 
prepare your BPS representation and for conducting simulations. 
The book’s companion website also contains measured data with 
uncertainty estimates against which you will compare your simula­
tion predictions. To maximize the learning value of the exercises it is 
important that you not look at these measured data until instructed 
to do so. 

You will be acquiring many data and making numerous as­
sumptions and decisions as you progress through the simulation 
exercises. You should create a written report to document these 
choices. This is always good practice when creating a BPS rep­
resentation, as this information can quickly become blurred during 
the process. The instructions for each simulation exercise provide 
some guidance on what kinds of information to add to your report. 

All times mentioned in the Culminating Trial description, data 
files, weather files, and measured results are recorded in standard 
time, specifically in the Eastern Time Zone. 

18.3 OBJECTIVES OF ANALYSES 

The majority of the simulation exercises pertain to a five-day period 
in February 2019. You will be examining a number of simulation pre­
dictions from this period, such as the rate of solar radiation trans­
mitted through the windows and air infiltration rates. And you will 
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compare your simulation predictions against measured data over 
one particular day. This will include temporal predictions of the solar 
irradiance to an external surface, zone air temperatures, and the 
rate of heat addition/extraction to HVAC terminal devices. 

You should keep these objectives in mind as you devise 
strategies for representing the Culminating Trial in your chosen BPS 
tool. 

18.4 CASE STUDY BUILDING 

An unoccupied research house located on the Carleton University 
campus in Ottawa is used as the object of the Culminating Trial. A 
photo of this facility as viewed from the southwest can be seen in 
Figure 1.1. You can see additional photos on the book’s companion 
website. The house is located at 45.39 ◦N latitude and 75.70 ◦W 
longitude, at an elevation of 63 m above sea level. There are no 
surrounding trees, large objects, or buildings that cast shadows on 
the house. 

The heavily glazed façade seen in Figure 1.1 faces slightly east 
of due south, with an azimuth angle of 10◦ (refer to Figure 9.3). Al­
though not facing in a cardinal direction, it is identified as the south 
façade. Likewise, the other façades are identified as east, north, 
and west. 

The house has a wood-frame construction with a footprint of 
6.1 m by 12.2 m and includes a full-height basement and two above-
grade storeys. 

18.5 BUILDING ENVELOPE 

The above-grade walls on the east, south, and west façades have a 
nominal U-value of 0.21 W/m2 K while that on the north façade has 
a nominal U-value of 0.12 W/m2 K. Details of the materials, dimen­
sions, and fasteners of these envelope assemblies are provided on 
the book’s companion website. 

The insulation added to the attic has a nominal U-value of 
0.11 W/m2 K. The insulation under the basement floor and around 
the foundation’s structural footings has a nominal U-value of 
0.36 W/m2 K while the insulation added to the basement walls has 
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a nominal U-value of 0.21 W/m2 K. Again, details on these assem­
blies are provided on the book’s companion website. 

The insulated glazing units of all windows are of the same con­
struction. They are triple-glazed and filled with argon. The outer 
layer is a 3 mm thick sheet of clear glass. The inner two layers are 
also 3 mm thick but these contain low-emissivity coatings on sur­
faces 3 and 5, as illustrated in Figure 1.3. The thickness of the ar­
gon gas layers is 13 mm. 

The thermophysical and radiation properties of the glazings are 
identical to those of the Base Case and are provided in Tables 1.6 
and 1.7. The insulated glazing units are supported by frames fab­
ricated from extruded polyvinyl. 

Most of the house’s windows are placed on the south façade. 
The east and west façade each include a modest amount of win­
dow area, whereas no windows face north. The dimensions and 
locations of each of the house’s windows are provided in drawings 
that can be found on the book’s companion website. Except when 
noted, all windows remained closed for the simulation exercises of 
this Culminating Trial and the roller blinds that can be seen in Fig­
ure 1.1 were fully retracted. 

The building’s airtightness was assessed through a depressur­
ization test using a blower door apparatus, as described in Section 
15.3. A regression of these measured data to the power law rela­
tionship of Equation 15.4 produced a best fit with the coefficients 
C = 0.016 89 m3/s Pan and n = 0.68. This corresponds approxim­
ately to 1.3 ac/h at 50 Pa depressurization. 

18.6 HVAC 

The research house possesses redundant energy conversion, stor­
age, and distribution systems to enable research on numerous top­
ics with minimal switch-over time required. There is a large array 
of evacuated-tube solar thermal collectors (seen in Figure 1.1), two 
buried seasonal thermal stores, an air-source heat pump coupled 
to a rock-bed thermal store, a water-to-water heat pump, radiant hy­
dronic floors, supply and return ducts, an energy recovery ventilator 
connected to dedicated ducting, and an auxiliary electric boiler. 
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Much of the above-mentioned HVAC equipment was inoperat­
ive during the February 2019 period, and therefore can be safely 
ignored for many of the simulation exercises. During this time the 
house was heated and cooled by the hydronic radiant floors that 
fully cover the ground storey and second storey. The hydronic floors 
were supplied by a loop containing a circulation pump, hot and cold 
water tanks (stores), and a 12 kW modulating electric boiler. This 
system configuration is represented schematically in Figure 18.1. 

A water-to-water heat pump was coupled to the hot and cold 
stores and was used to cool the cold store while concurrently heat­
ing the hot store. The pump (indicated by ) that circulates water 
between the cold store and the heat pump’s evaporator heat ex­
changer and the pump that circulates water between the hot store 
and the heat pump’s condenser heat exchanger can be seen in the 
figure. 

You can find performance characteristics of this heat pump in 
Brideau et al. (2016a), who measured its performance and pro­
posed a transient empirical model suitable for use in BPS. Con­
trols were configured to activate the heat pump and the evaporator 
and condenser pumps to maintain the cold store between 8 ◦C and 
10 ◦C. 

Air sensors located on each storey sensed the average air tem­
perature on that storey. If either storey called for heating (or cool­
ing), then the circulation pump indicated in the figure would cycle 
on. Due to the arrangement of the three-way fixed-position divert­
ing (indicated by ) and converging (indicated by ) valves, this 
would circulate water to the hydronic floors on both storeys of the 
house concurrently. If the demand was for heating, then the three-
way controlled valve (indicated by ) would be actuated to draw 
water from the hot store. And if the demand was for cooling, then 
the three-way controlled valve would be actuated to draw water from 
the cold store. 

A storey called for heating when its air temperature dropped be­
low 19.5 ◦C and continued to call for heating until this temperature 
rose above 20.5 ◦C. A storey called for cooling when its air temper­
ature rose above 23.5 ◦C and continued to call for cooling until this 
temperature dropped below 22.5 ◦C. 
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Figure 18.1: HVAC system configuration (minus energy recovery 
ventilator) for February 2019 period (pumps identified by , con­
trolled valves by , fixed-position diverting valves by , and fixed-
position converging valves by ) 
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When either storey called for heating or cooling, the circulation 
pump provided a nominal flow rate of 0.38 L/s. When the system 
was heating, the modulating valve on the recirculation line (indic­
ated by ) and the boiler were controlled such that ∼30 ◦C water 
was sent to the hydronic floors (state point 1). And when the sys­
tem was cooling the modulating valve on the recirculation line was 
controlled to supply water at ∼11 ◦C. 

The house’s energy recovery ventilator had an air exchange rate 
of 55 L/s and a nominal heat exchanger effectiveness of 65 %. It 
operated continuously during the February 2019 period. 

The hydronic floors consist of plywood subflooring, EPS insula­
tion, aluminum fins, and PEX piping. These are finished with thin 
concrete backing boards and ceramic tiles, with thin layers of mor­
tar. A cross-sectional drawing detailing the materials and their di­
mensions can be found on the book’s companion website. 

18.7 INTERNAL HEAT AND MOISTURE SOURCES 

There is an electrical transformer located in the basement of the 
research house. The voltage transformation results in some heat 
generation, which is estimated in Figure 18.2 for February 5 to 9. 

The electrical power consumed by pumps, valve actuators, re­
lays, data acquisition and control systems, computers, lighting, etc. 
is also illustrated in Figure 18.2. Much of this equipment is located 
in the basement, although several computers with flat-panel mon­
itors and one data acquisition and control unit are located on the 
ground and second storeys of the house. 

There are numerous lighting fixtures located on the ground and 
second storeys of the house. These fixtures use LED lights that 
have rated power draws between 9.5 W and 14.2 W. All lights are 
turned off when the building is unoccupied, and are rarely turned 
on during occupied daylight hours. 

There were some parasitic heat losses from the water-to-water 
heat pump (located in the basement) that was running during the 
February period. As well, there were some heat losses from water 
storage tanks located in the basement. These heat losses are also 
estimated in Figure 18.2. 
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Figure 18.2: Non-occupant internal sources of heat for the February 
2019 period (corresponding data file available on book’s companion 
website) 

The building was unoccupied except for the times indicated 
in Table 18.1. During these times the occupants (typically one to 
three people) were doing light work, such as working with a laptop 
computer, taking measurements using a portable data acquisition 
device, or working on configuring experimental equipment. 

18.8 SIMULATION EXERCISES 

Exercise 18–A 

The book’s companion website includes a number of photographs 
of the research house as well as dimensioned drawings in plan and 
elevation views. Study this information and then review the material 
on zoning that was presented in Chapter 2 (Section 2.2). 

Establish an appropriate strategy for abstracting the building in 
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Table 18.1: Occupant presence during Feb­
ruary 2019 period 

Day Occupancy
 

February 5 unoccupied 
February 6 13h53 to 14h43 
February 7 unoccupied 
February 8 8h56 to 12h18 
February 9 unoccupied 

your chosen BPS tool. How will you represent the building’s geo­
metry? How will you zone the building? Describe and justify your 
approach in your report. Explain why it is appropriate for the object­
ives outlined in Section 18.3. 

Exercise 18–B 

There are a number of cross-sectional drawings of the building’s 
opaque envelope assemblies included on the book’s companion 
website. These specify materials, dimensions, and fastener details. 
After studying this information, add a table to your report listing 
all the thermophysical and radiation properties of opaque envel­
ope materials that you will require to conduct your simulations. 
What sources of information can you use to acquire the necessary 
data? Consider sources such as handbooks, published manufac­
turer data, articles and papers, and BPS tool databases. 

For each item in your table, indicate the range of possible values 
based upon the data you have found. Which parameters are uncer­
tain? Select the values to use in your simulations and justify them. 
Based upon the experience you accumulated during the exercises 
of the previous chapters, which of the estimated parameters do you 
think will contribute the greatest uncertainty in your simulation pre­
dictions? 

Review the material on the temperature dependence of the 
effective thermal conductivity of insulation materials presented in 
Chapter 13 (Section 13.2 and Reading 13–B). Have you considered 
the temperature dependence of the effective thermal conductivity of 



�
�

“Book” — 2020/7/22 — 9:24 — page 335 — #373 �
�

�
�

�
�

Simulation exercises • 335 

any of the insulation materials? If so, what is the source of the data 
you used. If not, then justify your approach. 

Exercise 18–C 

Review the material on thermal bridging that was presented in 
Chapter 13 (Section 13.7). Based on this and the cross-sectional 
drawings you reviewed during Exercise 18–B decide how you will 
treat thermal bridges. 

Add a section to your report to explain and justify your approach. 
Explain why it is appropriate for the task at hand. 

Exercise 18–D 

The dimensions and locations of each of the house’s windows are 
provided in drawings that can be found on the book’s companion 
website. The dimensions of the window frames and the transparent 
portion of the insulated glazing units can be determined from these 
drawings. 

How will you treat the influence of window spacers and frames? 
Will you represent each window as a separate entity in your BPS 
tool, or will you combine some? Add a section to your report to 
explain and justify your approach. 

Exercise 18–E 

What approach will you use for representing the HVAC system? Will 
you employ an idealized approach, or explicitly represent the HVAC 
components? 

As indicated in Section 18.3, you are required to predict the rate 
of heat addition/extraction to the hydronic floors but not the elec­
trical energy consumption of the heat pump and the pumps. Will 
you explicitly represent all the energy conversion and storage com­
ponents shown in Figure 18.1, or just the components of the energy 
distribution system? 

How will you represent heat transfer between the hydronic floors 
and the building’s interior environment? Will you consider its transi­
ent response to changes in the circulating pump’s operation? How 
will you represent the control behaviour described in Section 18.6? 
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Add a section to your report to explain and justify your approach. 

Exercise 18–F 

Devise appropriate strategies for treating the following topics: 

•	 Solar shading, diffuse solar irradiance from the sky, ground-
reflected solar irradiance, and the distribution of solar irradi­
ance to internal surfaces. 

•	 Convection heat transfer at internal and external surfaces. 
•	 View factors for longwave radiation exchange at internal and 

external surfaces, and the sky temperature. 
•	 Internal heat and moisture sources. 
•	 Air infiltration and transfer airflow between zones. 
•	 Heat transfer to the ground. 

Which of your chosen BPS tool’s default and optional model­
ling methods will you employ? Base your decisions upon the theory 
presented in the book, the required readings, and the experience 
you accumulated during the exercises of the previous chapters. 

Add a short description to your report to explain and justify the 
strategies you have chosen for each of the above topics. Which 
of your choices do you think will have the greatest impact upon 
simulation predictions? 

Exercise 18–G 

An EPW formatted file with weather data that were measured at the 
site of the research house can be found on the book’s companion 
website. 

Download this file and examine the weather conditions for Feb­
ruary 5 to 9 using your BPS tool or one of the weather utilities 
suggested in Exercise 8–C. You may also want to examine supple­
mentary weather information, such as precipitation and depth of the 
snow cover that is also posted on the book’s companion website. 

How to you think the building will perform under these weather 
conditions? How do you expect infiltration rates to vary over this 
period? Which days during this period will require the greatest heat 
addition from the HVAC system? Do you think the HVAC system 
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will have to provide any cooling? Estimate the peak rate of solar 
transmission through the windows based upon hand calculations 
and some simplifying approximations. 

Describe your expectations for the building’s performance in 
your report. 

Exercise 18–H 

Execute the decisions you took and input the data you gathered 
during Exercise 18–A to Exercise 18–F to create a representation 
of the research house using your selected BPS tool. 

Conduct sensitivity studies to explore the impact of the model­
ling strategies and input parameters that you predicted would be the 
most impactful. Hone your modelling approaches and input data as 
appropriate. 

Now perform a simulation and appraise the predictions for Feb­
ruary 5 through 9. Scrutinize your simulation predictions. Examine, 
for example, zone air temperatures, the rate of solar radiation trans­
mitted through the windows, internal heat gains, air infiltration rates, 
and the rate of HVAC heat injection/extraction. 

Are the simulation predictions consistent with the expectations 
you formed in Exercise 18–G? If not, think of some possible explan­
ations and explore these possible causes. 

Don’t assume that your BPS representation is valid or accurate 
just because your tool does not issue any error/warning messages. 
It is important that you scrutinize your results in detail so that you 
develop trust in your predictions. 

Record your observations in your report. 

Exercise 18–I 

Refine your BPS representation of the research house based upon 
what you learned during Exercise 18–H and then perform another 
simulation. We will focus on the results for February 9, a cool and 
sunny day. 

Create a heat transfer versus time graph and plot your simula­
tion predictions for the solar irradiance (W/m2) incident upon the 
exterior surface of the building’s south façade. Compare this graph 
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to the measured results that can be found on the book’s companion 
website. 

Are your simulation predictions in agreement with the meas­
ured data (within the measurement uncertainty estimates)? Are 
they temporally aligned? Are the peak values similar? 

If your simulation predictions are not in good agreement with the 
measurements, then postulate possible causes. Think in particu­
lar about the solar geometry and ground-reflected irradiance topics 
that were treated in Chapter 9. Investigate these possibilities and 
effect changes to your input parameters that you can justify. Record 
the details of what you have changed and the reasons why in your 
report. 

Exercise 18–J 

Refine your BPS representation of the research house based upon 
what you learned during Exercise 18–I and then perform another 
simulation. 

Create a temperature versus time graph for February 9 and 
plot your simulation predictions for the zone air temperature for the 
building’s ground storey. Compare this graph to the measured res­
ults that can be found on the book’s companion website. 

Are your simulation predictions in agreement with the meas­
ured data (within the measurement uncertainty estimates)? Are 
they temporally aligned? Are the peak values similar? 

If your simulation predictions are not in good agreement with the 
measurements, then postulate possible causes. Think in particular 
about the zone energy and internal surface energy balances that 
were treated in Chapter 2. The treatment of which terms appearing 
in these energy balances might be leading to the differences you 
are observing? Investigate these possibilities and effect changes 
to your input parameters that you can justify. Record the details of 
what you have changed and the reasons why in your report. 
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Exercise 18–K 

Refine your BPS representation of the research house based upon 
what you learned during Exercise 18–J and then perform another 
simulation. 

Create a temperature versus time graph for February 9 and 
plot your simulation predictions for the zone air temperature for the 
building’s basement. Compare this graph to the measured results 
that can be found on the book’s companion website. 

Are your simulation predictions in agreement with the meas­
ured data (within the measurement uncertainty estimates)? Are 
they temporally aligned? Are the peak values similar? 

If your simulation predictions are not in good agreement with the 
measurements, then postulate possible causes. Think in particular 
about the treatment of heat transfer to the ground that was treated 
in Chapter 12. Investigate these possibilities and effect changes to 
your input parameters that you can justify. Record the details of 
what you have changed and the reasons why in your report. 

Exercise 18–L 

Refine your BPS representation of the research house based upon 
what you learned during Exercise 18–K and then perform another 
simulation. 

Create a heat transfer versus time graph for February 9. Plot the 
combined rate of heat injection or extraction to the hydronic floors 
in both the ground storey and the second storey versus time. Plot 
the values in kW where positive values indicate a heat injection 
from the HVAC system to the hydronic floors, and negative values 
indicate a heat extraction by the HVAC system. Compare this graph 
to the measured results that can be found on the book’s companion 
website. 

Are your simulation predictions in agreement with the meas­
ured data (within the measurement uncertainty estimates)? Does 
the simulation predict the correct direction of heat transfer during 
the nighttime and during the daytime? Are the HVAC system oper­
ating times correctly predicted? 

If your simulation predictions are not in good agreement with 
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the measurements, then postulate possible causes. Think in par­
ticular about the treatment of the hydronic floors and the HVAC 
controls that were discussed in Chapter 16. Are there transient ef­
fects that are not well represented in your simulation? Consider as 
well the treatment of convection (Chapter 4) and longwave radiation 
(Chapter 5) from the hydronic floors. Investigate these possibilities 
and effect changes to your input parameters that you can justify. 
Record the details of what you have changed and the reasons why 
in your report. 

Exercise 18–M 

Refine your BPS representation of the research house based upon 
what you learned during Exercise 18–L. 

Choose one of the other trial periods described on the book’s 
companion website. The operational characteristics of the research 
house and HVAC system vary for each one of these trial periods. 
Carefully review the descriptions of how the house was operated 
(window openings, window blinds, internal sources of heat, HVAC, 
etc.) for your chosen trial period and make any necessary adjust­
ments to the inputs of your BPS tool. Download the corresponding 
weather data and conduct a simulation. 

The measured performance data for each trial period are also 
posted on the book’s companion website. Compare your simulation 
predictions to these results. 

Are your simulation predictions in agreement with the measured 
data (within the measurement uncertainty estimates)? If not, revisit 
some of the decisions you took in Exercise 18–A to Exercise 18–F. 
Conduct additional simulations to test the impact of some of these 
decisions. 

In your report list the five aspects that you think contribute the 
greatest uncertainty in predicting the required results. What have 
you learned from this exercise? What will you do differently on your 
next simulation project? How would you change the way you alloc­
ate time to tasks, or prioritize tasks? 
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18.9 CLOSING REMARKS 

Through this chapter’s simulation exercises you had to integrate the 
knowledge and skills you had gained during previous chapters to 
apply your chosen BPS tool to predict the thermal performance of 
an actual building. You had to deal with many challenging topics, 
such as zoning the building, deciding which geometrical features to 
represent, and choosing which tool default and optional modelling 
approaches to employ. And, importantly, you had to make choices 
about how to best allocate your time to achieve the objectives of the 
exercises. 

There is no single right way to deal with these complex topics. 
By comparing your simulation predictions to the measured results, 
you doubtlessly learned something about the appropriateness of 
some of your approaches and choices. And this new experience 
will hopefully inform your approaches in the future. 
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Next steps
 

T his brings our tour through BPS to an end. By successfully com­
pleting all of the book’s learning elements, you now have a solid 

understanding of the fundamentals. You can appreciate the inher­
ent (and necessary) simplifications in some models and you realize 
which models are applicable in which situations. You understand 
the implications of modelling choices and default modelling meth­
ods and input data, and you realize which modelling choices and 
input data have the greatest impact upon simulation predictions. 

You have developed a certain proficiency at applying your 
chosen BPS tool through conducting the simulation exercises and 
the Culminating Trial. But don’t stop there. Learn how to use other 
BPS tools, perhaps repeating some or all of the book’s simulation 
exercises. Don’t be limited to a single tool. Develop the expertise to 
employ multiple tools, because they all have strengths and weak­
nesses and none meets the needs of every situation. 

For your future work, don’t become complacent about accepting 
tool default models and data. Use the knowledge you have accu­
mulated through studying this book to critically examine BPS tools 
and to determine how to best apply them. Go beyond the docu­
mentation and training that shows you how to operate the tools. 
Become knowledgeable about the models they employ and assess 
them critically. Become comfortable consulting technical document­
ation, journal articles, conference papers, and theses that docu­
ment their models. In some cases you will find it necessary to delve 
into source code to really understand what is going on. 

343 
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This book has emphasized depth at the expense of breadth. 
Its scope was necessarily limited to heat and mass transfer pro­
cesses relevant to the building’s form and fabric and HVAC sys­
tems. Moreover, space and time precluded an in-depth treatment 
of important topics such as model abstraction. There is, of course, 
much more to learn. You could continue with a study of topics such 
as daylighting, occupant comfort, acoustics, electrical energy con­
version and storage systems, managing uncertainty, etc. 

There are many sources you can turn to for further learning. The 
International Building Performance Simulation Association (IBPSA) 
provides a wealth of information. Consult its website, read its news­
letter, and peruse the proceedings of its conferences. Join one of 
its chapters (many offer free membership) and consider attending 
its biennial international conference, or a conference organized by 
one of its regional chapters. These are great venues to meet prac­
titioners and researchers working in the BPS field. A number of the 
required readings were taken from IBPSA’s Journal of Building Per­
formance Simulation. Its repository includes thousands of pages of 
articles on original research related to BPS. 

Understanding the fundamentals—the focus of this book—is 
critical. But, of course, this is not sufficient. It is also necessary for 
BPS users to develop the necessary skills for collaborating and in­
teracting with building designers. Skills such as interpreting design 
questions and translating them into simulation analyses, interpret­
ing results, and providing timely and appropriate feedback to inform 
design teams must also be cultivated. Try to guide your life-long 
learning to acquire these skills. Just don’t stop learning. 
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modelling approach with 
207–209, 209; 
multidimensional effects 
with 229–231, 231; 
numerical methods with 
209–215, 210–212; 
response function 
methods with 215–223, 
218, 220; transfer 
function methods with 
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223–228; Z-transform 
with 223–224 

operations applications 10 

Perez model 152 
polygon clipping 158 
pressure: airflow and 

260–261, 270–272; at 
component inlets and 
outlets 270–271; 
wind-driven 271–272 

pressure coefficient 271–272 

radiative properties 87–90, 
88–89 

ray-tracing 98, 243 
reflected solar radiation 68 
response factor methods 

12–13 

shading: external surfaces 
and 158–159 

shelter coefficient 266–267 
skylight see transparent 

assemblies 
soil: in below-grade envelope 

constructions 194–195 
solar altitude 148 
solar declination angle 149 
solar energy absorption: 

beam irradiance in, to 
building surface 150–152, 
151; beam irradiance in, 
to internal surfaces, 
distribution of 64–68, 
65–66; diffuse irradiance 
in, to building surface 
152–155, 153; 

environmental conditions 
and 131; by external 
surfaces 145–163, 148, 
150–151, 153, 156; 
ground-reflected 
irradiance in, to building 
surface 156, 156–157; by 
internal surfaces 57–71, 
59, 61, 63, 65–66; 
modelling approach with, 
for external surfaces 
151–152; modelling 
approach with, for 
internal surfaces 62–64, 
63; shading and, with 
external surfaces 
158–159; with 
transparent assemblies 
243–250, 244–245, 247, 
249 

solar hour angle 149 
solar processes 58 
solar radiation 5; atmospheric 

factors in 58–59; basics 
58–62, 59, 61; beam 
63–68, 65–66; building 
materials and 59; diffuse 
63, 68; directional effects 
with 59–60; in heat 
transfer 34; reflected 68; 
wavelengths of 58–60, 
59; zone energy balance 
and 43 

solar thermal collector 
models 312, 312–314 

spacers: in transparent 
assemblies 252–253 
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spectral directional 
absorptivity 60 

spectral irradiance 60 
Stefan-Boltzmann constant 

87 
storage systems see energy 

conversion and storage 
systems 

surface azimuth 151 
surfaces, external: beam 

irradiance to 150–152, 
151; convection 
correlations with 
166–168; convection heat 
transfer at 165–173; 
diffuse irradiance to 
152–155, 153; energy 
balances at, and weather 
127–143, 131, 133–134; 
ground-reflected 
irradiance to 156, 
156–157; and heat 
transfer to ground 
189–202, 191, 194, 198; 
longwave radiation 
exchange at 175–187; 
shading and 158–159; 
solar energy absorption 
by 145–163, 148, 
150–151, 153, 156 

surfaces, internal: convective 
heat transfer at 73–82, 
77; energy balance at 
46–47, 47; longwave 
radiation exchange 
between 83–104, 85–86, 
88–89, 91–92; radiation 

between 84; solar energy 
absorption by 57–71, 59, 
61, 63, 65–66; spectral 
directional absorptivity of 
60 

thermal-airflow coupling 272 
thermal applications 10 
thermal bridging 230, 231 
thermal energy storage 

models 314–317, 
315–316 

thermal radiation 84; see also 
longwave radiation 

thermal zone 35–39, 37–38 
TMY see typical 

meteorological year 
(TMY) 

transient boundary conditions 
6 

transparent assemblies: 
conduction by glazing in 
250–251; frames in 
252–253; glazings in 
240–246, 250–252; heat 
transfer between glazings 
in 251–252; heat transfer 
in 239–257, 241, 
244–245, 247, 249; heat 
transfer processes in 
240–241, 241; modelling 
approach with 241–242; 
off-normal incidence in 
246–248, 247; ray tracing 
with 243; solar 
transmission and 
absorption with 243–250, 
244–245, 247, 249; 
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spacers in 252–253; 
spectral vs. total 
quantities with 248–249, 
249 

transfer air, treatment of 118 
typical meteorological year 

(TMY) 136–137 

variable air volume (VAV) 
282, 283 

variable-speed fan models 
293–294 

VAV see variable air volume 
(VAV) 

ventilation, natural: defined 
260; as infiltration 41; 
modelling 273, 273–274 

ventilation models 119–120; 
airflow and 119–120 

view factors 90–91, 91, 
97–99, 178–179 

wavelengths: of solar 
radiation 58–60, 59 

weather: as input data 7 
weather files 130–138, 

133–134 
wind-driven pressure 

271–272 
wind factor: in airflow 266 
window see transparent 

assemblies 

zone energy balance 42–46, 
43 

zone mass balance: on dry 
air 39–41, 40; on water 
vapour 41–42 

zoning 35–39, 37–38 
Z-transform 223–224 
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